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Abstract. This study comparatively analyzes large language models for named
entity recognition (NER) in Portuguese clinical texts, focusing on vital sign iden-
tification. Using 320 nursing records from Hospital Geral de Fortaleza, manu-
ally annotated for five vital sign categories, we evaluated BioBERTpt, Clinical-
LLaMA-BR-7b, and NuExtract 1.5. Metrics such as accuracy, precision, re-
call, and F1-score were used. NuExtract demonstrated superior performance,
with accuracy over 0.89 for all entities and consistent identification distribution
with the ground truth. BioBERTpt showed limitations with entity overlap, while
Clinical-LLaMA-BR-7b exhibited a tendency for hallucination.

Resumo. Este trabalho analisa comparativamente modelos de linguagem para
reconhecimento de entidades nomeadas (REN) em textos clinicos em portugués,
focando na identificagcdo de sinais vitais. Utilizando 320 registros de enferma-
gem do Hospital Geral de Fortaleza, anotados com cinco categorias de sinais vi-
tais, avaliamos BioBERTpt, Clinical-LLaMA-BR-7b e NuExtract 1.5. Métricas
como acurdcia, precisdo, revocacdo e Fl-score foram empregadas. O NuEx-
tract demonstrou desempenho superior, com acurdcia acima de 0,89 para to-
das as entidades e distribuicdo consistente com o ground truth. O BioBERTpt
apresentou limitacoes de sobreposicdo, e o Clinical-LLaMA-BR-7b, tendéncia
a alucinagdo.

1. Introducao

O avanco nas areas de aprendizado de maquina e inteligéncia artificial tem impulsionado
significativamente o uso do Processamento de Linguagem Natural (PLN) em aplicacoes
praticas, especialmente na extracio de informacdes em textos clinicos. Esses documentos
contém dados ricos e nao estruturados, como registros de enfermagem, compostos por
terminologia especializada e contetidos complexos e ndo padronizados.

O presente estudo insere-se no projeto colaborativo UFC-UECE “Computag¢do de
Alto Desempenho em Nuvens Aplicada a Escalabilidade de um Sistema de Predicdo de
Riscos de Deterioragdo Clinica de Pacientes via Aprendizagem de Mdquina”, financiado
pela FAPESP. Os dados utilizados neste trabalho sdo oriundos de registros de enfermagem
de pacientes internados no Hospital Geral de Fortaleza.

O problema central abordado nesta pesquisa € como extrair eficientemente
informacdes especificas desses documentos clinicos, particularmente os sinais vitais, con-
siderando que sdo registrados de forma ndo padronizada nos textos, dificultando sua
identificagdo e extracdo automatica.

Para abordar este problema, propde-se o uso da técnica de Reconhecimento de
Entidades Nomeadas (REN), que identifica e classifica entidades especificas em textos
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nao estruturados [ Yadav and Bethard 2018, Nadeau 2007]. Na area da saide, o REN ¢é
aplicado para extrair conceitos clinicos de grandes volumes de dados nao estruturados,
viabilizando andlises em larga escala, predi¢do de eventos clinicos e desenvolvimento de
sistemas de apoio a decisdo clinica [Schneider et al. 2020, Demner-Fushman et al. 2009].

Este estudo avalia comparativamente trés modelos de linguagem de grande porte
(LLMs) baseados na arquitetura Transformer para a tarefa de REN: BioBERTpt, Clinical-
LLaMA-BR-7b e NuExtract 1.5. A avaliacao desses modelos € realizada sobre o conjunto
de dados de registros de enfermagem, previamente anotados manualmente para as cinco
categorias de sinais vitais mencionadas.

A importancia dos sinais vitais no contexto clinico justifica o foco deste trabalho,
pois segundo [Churpek et al. 2016], eles sdo os preditores mais precisos de deterioracao
clinica, sendo fundamentais para detec¢ao precoce de quadros criticos, decisdes so-
bre transferéncias para UTI e desenvolvimento de sistemas de alerta precoce eficien-
tes. Além disso, a Resolugdo COFEN n° 736/2024 [COFEN 2024] determina que nas
Anotacdes de Enfermagem devem constar os sinais vitais observados, sendo que ~’os si-
nais vitais mensurados devem ser registrados pontualmente, ou seja, os valores exatos
aferidos”[COFEN 2015, p. 16], o que reforca a relevancia da extracdo automatica dessas
informacoes para a prética clinica.

2. Trabalhos relacionados

Diversos trabalhos recentes exploram o Processamento de Linguagem Natural (PLN) para
extragdo de informagdes clinicas. [Song et al. 2021] apresentam uma revisao abrangente
de métodos de deep learning para REN biomédico. Em portugués, [Torres et al. 2024]
desenvolveram um modelo baseado na biblioteca spaCy para extrair entidades de casos
clinicos. [Akhtyamova 2020] utilizou um modelo BERT treinado especificamente para
textos biomédicos em espanhol. [Wang et al. 2023] conduziram revisdo sistematica sobre
modelos de linguagem pré-treinados para o dominio biomédico, evidenciando que o pré-
treinamento especifico com textos biomédicos supera significativamente abordagens com
textos de dominios mistos.

O presente estudo avanga em relacdo a estes ao focar na avaliagdo comparativa
de modelos Transformer para o portugués do Brasil e especificamente na extracdo de um
conjunto definido de sinais vitais.

3. Dados e métodos

Nesta se¢do, sdo abordados o conjunto de dados e os modelos utilizados para a extracao
de sinais vitais nos textos clinicos.

3.1. Conjunto de Dados e Anotacoes

Os textos ndo estruturados foram anotados manualmente com o software Label Studio
para cinco rétulos de sinais vitais: pressdo arterial, frequéncia cardiaca, frequéncia respi-
ratdria, temperatura e saturacao de oxigénio.

O Ground Truth compreende 320 registros selecionados aleatoriamente com
distribuicdo relativamente equilibrada das entidades (PA: 162, FC: 166, FR: 159, Tempe-
ratura: 174, SpO2: 127), com uma média de 2,46 entidades por texto, sendo que 36,88%
dos textos ndo apresentaram entidades identificdveis.
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A andlise revelou que sinais vitais tendem a aparecer em conjunto nos registros, o
que € consistente com a pratica clinica de avaliacdo simultanea de maltiplos indicadores,
conforme demonstra a distribui¢do exposta na Figura 1.
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Figura 1. Distribuicao de entidades por texto
3.2. Modelos de Linguagem utilizados.

Os Modelos de linguagem baseados na arquitetura Transformer possuem bilhdes de
parametros e sao pré-treinados com grandes volumes de dados. O elemento fundamental
dos Transformers é o mecanismo de auto-atencdo que permite ao modelo focar seletiva-
mente nas partes mais relevantes da entrada para gerar a saida, capturando dependéncias
em longas distancias de forma eficiente [Vaswani et al. 2017]. A arquitetura possui codi-
ficador (processa entrada) e decodificador (gera saida), sendo que alguns modelos, como
o BERT, usam apenas o codificador; o GPT, apenas o decodificador; e o TS, ambos.

Para dominios especificos, como o de saide, os modelos requerem adaptacao
através de novos conjuntos de dados anotados ou few-shot prompting (aprendizado
em contexto). Exemplos de LLMs aplicados ao REN em documentos clinicos in-
cluem BioGPT [Luo et al. 2022], BioBERTpt [Schneider et al. 2020] e GPT2-BioPT
[Schneider et al. 2021], sendo os dois ultimos desenvolvidos por brasileiros e adap-
tados para portugués e dominio médico, fundamentando a aplicacdo em extracdo de
informacodes de registros clinicos.

3.3. Critérios de avaliacao.

A avaliagdo dos modelos utiliza matriz de confusdo 6x6 (cinco sinais vitais + categoria
“outros”) com analise de Verdadeiro Positivo (TP), Verdadeiro Negativo (TN), Falso Po-
sitivo (FP) e Falso Negativo (FN). As métricas aplicadas sdo: revocagao/sensibilidade
S = VP‘f;N), que mede a propor¢ao de casos positivos corretamente identificados;
acuricia (A = 5 prrFw)> que indica casos corretamente identificados no total
da amostra; precisdo (Valor Preditivo Positivo); e F1-Score (F1 = 2/(% + 755)), média
harmonica entre sensibilidade e precisao [Izbicki and Santos 2020].

4. Resultados

Esta secdo apresenta os resultados alcancados ao utilizar os modelos BioBERTpt,
Clinical-LLaMA-BR-7b, e NuExtract 1.5 no conjunto de dados deste trabalho.
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4.1. BioBERTpt

Este modelo é baseado em BERT multilingual com ajuste fino em textos clinicos bra-
sileiros (2,1M notas) e biomédicos (16,4M palavras), contemplando 13 rétulos de enti-
dades médicas através do esquema BIO, servindo como baseline por sua consolidagao
académica e processamento rapido sem GPU.

No contexto do presente estudo, que tem como objetivo especifico a identificacao
de sinais vitais, dentre as treze categorias de entidades definidas pelo BioBERTpt
[Schneider et al. 2020], a anélise concentrou-se especificamente na entidade “Sinal ou
Sintoma”, visto que este modelo ndo distingue entre os cinco sinais objetos da presente
pesquisa. Entretanto, o modelo teve um desempenho inferior ao esperado, manifestando
inconsisténcias na classificagdo, com sobreposicdo de multiplas entidades em um mesmo
token, impossibilitando uma avaliag¢do sistematica dos resultados obtidos.

4.2. Clinical-LLaMA-BR-7B

Este modelo (6,74B parametros) deriva do LLaMA-2 [Touvron et al. 2023] com ajuste
fino em 2,4GB de dados clinicos brasileiros (SemClinBr, BRATECA e textos neu-
rolégicos), requerendo prompt engineering com one-shot para REN devido a sua natureza
generativa [Clinical-BR-LIaMA-2-7B 2024]. Foi utilizado com processamento em GPU
T4 em 2,5h de execucao.

Apesar das configuracdes do prompt visando maior determinismo e geracao de
sequéncia Unica, observou-se alta ocorréncia de alucinag¢des, reproduzindo frequente-
mente o exemplo do prompt.

Os resultados mostaram que o Clinical-LLaMA-BR-7b apresentou uma
concentracao desproporcional de identificagdes para “Temperatura”(320 ocorréncias) em
contraste com outros sinais vitais, indicando inconsisténcias em relagdo ao Ground Truth,
que tinha 36,88% dos textos sem anotagdes.

A andlise de desempenho, incluindo a matriz de confusdo e métricas, mostrou
resultados insatisfatorios, especialmente para Pressdao Arterial e Saturacdo de Oxigénio,
com valores nulos de precisdo, revocagdo e Fl-score. A alta acuricia para a maioria dos
sinais vitais foi devido a correta ndo identificacdo de entidades ausentes, ressaltando a
necessidade de multiplas métricas. Ja o rétulo ”Temperatura”exibiu muitos falsos positi-
vos e baixa acurdcia, atribuido a alucinag¢do baseada no exemplo do prompt, mesmo apds
testes com multiplas variagdes.

4.3. NuExtract-1.5

Este modelo (3,82B parametros) é o resultado do ajuste fino do Phi-3.5-mini-instruct,
focado na extracao de informacdes estruturadas multilingue baseada em templates JSON
[Cripwell et al. 2024]. Além disso, ele ndo € especializado em dominios especificos.

Foi este modelo que demonstrou o melhor desempenho na andlise comparativa
de Reconhecimento de Entidades Nomeadas (REN). A distribui¢ao das entidades iden-
tificadas pelo NuExtract € consistente com a verificada no Ground Truth, confirmando a
eficicia do LLM na identificac@o de sinais vitais, com uma média de 2,42 entidades por
texto.
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A matriz de confusdo (Figura 2) e as métricas (Figura 3) confirmaram o bom de-
sempenho do modelo, destacando a Frequéncia Cardiaca (146 acertos), Frequéncia Res-
piratoria (126) e Press@o Arterial (120). Saturacdo de Oxigénio (118) e Temperatura (93)
também apresentaram bons resultados.

As métricas de acurdcia foram superiores a 0,89 para todas as entidades clinicas
principais, com a Saturacdo de Oxigénio atingindo 0,96, e precisdao, revocagdo e F1-
score elevados para esta ultima entidade, Frequéncia Cardiaca e Frequéncia Respiratoria.
Pressao arterial apresentou 58 ocorréncias de Falsos Positivos enquanto Temperatura teve
81 Falsos Negativos.

Matriz de Confusao (NuExtract)
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Figura 2. Matriz de confusao: Ground Truth versus predicoes do NuExtract
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Métricas por Entidade (NuExtract)
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Figura 3. Métricas por entidade das predigcoes do NuExtract

5. Conclusao

Esta pesquisa teve como objetivo desenvolver e avaliar métodos de Reconhecimento de
Entidades Nomeadas (REN) em textos clinicos em portugués, focando na identificacio de
sinais vitais por serem os preditores mais precisos de deterioracdo clinica. Comparou-se
tr€s abordagens: BioBERTpt, Clinical-LLaMA-BR-7b e NuExtract.

O NuExtract demonstrou desempenho superior na identificacdo de sinais vitais,
com precisao e revocacao consistentes, sugerindo grande potencial de melhoria com fine-
tuning e expansao de dados.

O BioBERT)pt apresentou limitagOes significativas na tarefa de sinais vitais, en-
quanto o Clinical-LLaMA-BR-7b evidenciou tendéncia a alucinagdo e reprodugao exces-
siva de exemplos do prompt.

As principais contribui¢des incluem a avaliagdo comparativa das abordagens de
REN, a anotacdo de 320 documentos de evolucdo de pacientes para expansao futura
e o desenvolvimento de uma solugdo inicial para extragdo automatica de informacdes
clinicas.

Este estudo ressalta a importancia de solucdes especializadas para processamento
de textos clinicos em portugués, sendo um passo fundamental para sistemas de monitora-
mento e predi¢ao de riscos em pacientes hospitalares no Brasil.
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