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Abstract. Currently, one of the main challenges in the field of data integration
is the large data generated by several applications. In this paper, we propose
Map and Reduce functions based on policies found in the literature for data inte-
gration using provenance data. These functions were applied in the distributed
context. As a result, we obtained better computational performance with the
Hadoop MapReduce compared to centralized computing of the functions, even
considering a small data in experiments. Furthermore, the functions proved to
be effective according to the policy considered, in both environments.

Resumo. Um dos principais desafios na drea de integragdo de dados é o grande
volume de dados gerado por aplicacoes atuais. Neste artigo sdo propostas
Jfungoes de Map e Reduce para a integracdo de dados utilizando de dados de
procedéncia. Essas fungoes sdo baseadas em politicas encontradas na litera-
tura e, aplicadas no contexto distribuido. Como resultado, obteve-se um melhor
tempo de execugdo com o Hadoop MapReduce, em comparagdo com a execugdo
centralizada das fungées, mesmo considerando um volume pequeno de dados
nos experimentos. Além disso, as funcoes se mostraram eficazes de acordo com
a politica considerada, em ambos os ambientes.

1. Introducao

Com o crescimento do poder computacional, a evolucdo dos sistemas de informacgao e o
aumento da quantidade de servigos disponibilizados ao usuério, surgiram diferentes car-
acteristicas nos dados gerados, como a falta de uma estrutura fixa e um grande volume,
havendo necessidade de novas maneiras para manipuld-los. Para solu¢des de armazena-
mento permanente e gerenciamento de conjuntos de dados heterogéneos, sistemas de ar-
quivos distribuidos e bancos de dados Not Only SQL (NoSQL) [Khan et al. 2023] tém
sido usados. O modelo de processamento MapReduce [Dean 2008] se alinha com essas
tecnologias devido a caracteristica de atuar sobre dados nao estruturados e ser capaz de
operar grandes volumes de dados de maneira distribuida. Nesse modelo, o processamento
dos dados € realizado em um cluster computacional pela aplicacdo de duas func¢des ad-
vindas do paradigma da linguagem funcional, as fun¢des Map e Reduce.

Um dos passos primordiais para armazenamento, tratamento e anélise de dados,
€ a integracdo dos dados, pois esses podem ter origem em fontes heterogé€neas e ap-
resentar diferentes formatos e dominios [Shrestha and Bhalla 2020, Yousif et al. 2021,
Stojanovi¢ et al. 2022]. Um dos desafios da integracao de dados, a resolu¢ao de conflitos
[Kruse et al. 2020], refere-se ao problema de se decidir sobre inconsisténcias nos valores
de atributos de uma mesma entidade, quando esses valores vém de fontes diferentes. O
foco neste trabalho estd no problema de resolucao de conflitos.
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A resolucgdo de conflitos envolve processos demorados, e normalmente realizados
por um unico usudrio por meio de interven¢cdo manual [Azuan 2021]. Assim, esses pro-
cessos ficam inviabilizados diante de um grande volume de dados, abrindo uma possibil-
idade de experimentar-se 0 modelo MapReduce. Sendo assim, a proposta neste trabalho
¢ utilizar o modelo de programacdo MapReduce para desenvolver fun¢des de integracao
de dados. Especificamente, propoe-se fungdes Map e fungdes Reduce para a resolugao
de conflitos entre dados vindos de diferentes fontes. Essas funcdes sdo embasadas nas
politicas de integracdo e reconciliacdo encontradas na literatura [Almeida et al. 2018]
e executadas de forma distribuida utilizando o framework da Apache, Hadoop Mapre-
duce [Bhandarkar 2010, Apache Software Foundation 2025]. Os dados utilizados para a
validagdo das funcdes desenvolvidas foram dados curriculares provenientes da plataforma
Lattes.

O termo reconciliacao de dados serd usado no restante deste texto para se referir
aos processos de integracdo realizados por multiplos usudrios, e o termo integracao de
dados sera utilizado quando houver referéncia a processos realizados por unico usudrio
diretamente sobre as fontes de dados ou copias destas.

2. Fundamentacao Teérica

O enfoque deste trabalho estd na reconciliagdo e no compartilhamento de dados de
maneira distribuida utilizando o modelo de programag¢dao MapReduce. Para isso, sao
propostas funcdes MapReduce para a reconciliagdo de dados, utilizando-se como base,
politicas de reconciliagdo propostas no modelo AcCORD [Almeida et al. 2018].

O AcCORD ¢ um modelo de reconciliagao de dados colaborativo e assincrono,
que permite que diversos usudrios trabalhem de forma cooperativa em um conjunto de
dados de procedéncia tomando decisdes sobre possiveis inconsisténcias. Para resolver in-
consisténcias nos dados advindos de diferentes fontes, cada usudrio pode utilizar uma fer-
ramenta de integracdo de dados que o auxilie no processo e, armazena em um repositorio,
as acoes realizadas. Normalmente esses processos, mesmo com uso de uma ferramenta de
auxilio, requerem intervencdo manual. A ferramenta utilizada para a integracao de dados
precisa fornecer as atualizagdes feitas pelo usuério no formato de dados de procedéncia
[Cheney et al. 2009, Mahmood et al. 2013, Zheng et al. 2022]. Dados de procedéncia
consistem no conjunto de metadados que possibilita identificar as fontes de dados e as
transformacoes aplicadas sobre os dados, desde a criacdo até o estado atual desses.

O repositério utilizado no modelo AcCORD ¢é formado por um conjunto de
operacoes que armazenam os dados de procedéncia das atualizacoes feitas pelos usudrios.
Cada operacao no repositorio é composta pela sequéncia de atributos mostrados a seguir:

* usuario: identificador tnico do usudrio que tomou a decisdo e criou a operagao;

* op: operagdo que reflete a decisdo do usudrio no processo de integracdo, sendo
que as possiveis operagdes sao edicdo, cdpia, remogao ou insercao;

 usuarioConf: usudrios que confiaram na operagcdo em processos de reconciliacdao
anteriores. Este campo ndo € utilizado neste trabalho;

* origem: fonte que prové o valor correto do atributo do objeto;

* destino: fonte na qual o valor do atributo foi corrigido pela op;

* objeto: valor da chave que identifica o objeto;

* atributo: nome do atributo no qual a op é realizada;
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* valorOrigem: valor do atributo de Origem;

* valorDestino: valor do atributo de destino antes de ser sobrescrito pelo valorOr-
igem,

* timestamp: momento em que a op foi realizada.

Compartilhar decisdes e trabalhar colaborativamente pode ser uma estratégia na
economia de tempo e na confianca no resultado final. Mas, como cada usudrio pode
tomar decisdes particularmente diferentes sobre as inconsisténcias nas fontes de dados, os
repositorios individuais podem estar inconsistentes o final do processo de integracdo. Para
solucionar o problema, foram propostas politicas de reconciliagdo no modelo AcCORD,
que podem gerar uma visdo Unica e consistente dos dados para todos os usudrios, ou
vdrias visOes distintas para cada usudrio, dependendo da necessidade particular de cada
um deles. O modelo, no entanto, ndo se mostra adequado, em termos de efici€ncia, para
ambientes com grande volume de dados. Isso se deve ao fato do processamento feito pelo
moédulo de reconciliacdo ser realizado localmente na maquina do usudrio que solicita a
reconciliacdo.

3. Funcoes de MapReduce

Sao propostas quatro funcdes de MapReduce para a reconciliagdo de dados, descritas a
seguir.

1. A primeira funcdo mantém as decisdoes do usudrio que solicitou o processo de
reconciliacdo. Sendo assim, se quaisquer operacdes p e o conflitam e p no valor
do atributo é uma operagao feita pelo usudrio local, a politica mantém p e remove o
e as operagdes geradas a partir dessa subsequentemente. Essa politica gera varias
visdes distintas para cada usudrio.

2. A segunda remove todos os conflitos entre operagdes de atualizacdo feitas por
diferentes usudrios. Se quaisquer operacoes p € o conflitam, a politica remove p e
o e todas as operagdes geradas subsequentemente a partir delas. Essa politica gera
uma unica visao consistente dos dados para todos os usudrios.

3. A terceira prioriza a ordem temporal das operacdes. Se quaisquer operagdes p
e o conflitam e p € a operacdo mais recentemente realizada, a politica mantém
p € as operagdes subsequentes a essa. Atualizagdes necessdrias para manter a
consisténcia no repositério de dados s@o realizadas na operacao o e nas operacoes
subsequentes geradas a partir de o . Essa politica gera uma tinica visao consistente
dos dados.

4. A quarta funcdo prioriza as operagdes que refletem a maioria das decisdes sobre
um valor, ou seja, aquelas operagcdes cujo determinado valor atualizado aparece
na maioria das operacdes. Se quaisquer operagdes p € o conflitam e p possui
o valor sobre um atributo que representa a maioria das decisdes dos usudrios, a
politica mantém a operagao p e suas operacdes subsequentes € remove a operagao
o. Atualizacdes necessdrias para manter a consisténcia entre as operacoes, sao
realizadas nas operagdes susequentes a operagado o . Caso haja empate na votagao,
a politica remove as operacdes p € o e todas as operagcdes subsequentes a elas.
Essa politica gera uma tnica visdo consistente dos dados.
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4. Materiais e Métodos
4.1. Base de Dados

Foram utilizados, neste trabalho, dados curriculares obtidos da plataforma Lattes, uma
base publica de curriculos de pesquisadores. Os repositorios de dados foram cria-
dos a partir da integracdo de dados de 4 curriculos de pesquisadores do Instituto de
Ciéncias Matemadticas e de Computacdo da Universidade de Sao Paulo (ICMC-USP).
Esses curriculos foram selecionados entre 120 curriculos de outros pesquisadores do in-
stituto, devido a grande quantidade de publicagdes em comum, 0 que gerou um con-
junto de dados com potencial para conflitos. Foram gerados 16 repositérios de dados
com operagdes de cdpia, edicdo, remo¢cdo e insercdo, que representam as decisoes de
integracdo dos usudrios. Os tamanhos dos repositorios variam de 390 KB com 749
operagoes a 40 KB com 79 operacoes.

Esses repositorios foram construidos e fornecidos por Almeida et al.
[Almeida et al. 2018] e s@o os mesmos utilizados em seu trabalho para a avaliacdo de
suas politicas de reconciliagdo. Eles foram empregados neste trabalho para a avaliacdo
das fungdes de MapReduce desenvolvidas, permitindo assim, a andlise da sua eficicia
quando comparadas as politicas originais.

4.2. Ambiente Experimental

Para fins de comparagdo, as fungdes MapReduce foram executadas tanto utilizando o
Jframework Hadoop MapReduce quanto em uma méaquina local centralizada. O desem-
penho de cada abordagem foi avaliado com base no tempo de processamento gasto pelas
politicas para tratar as operagdes conflitantes e na quantidade de operacdes consideradas
corretas que permaneceram no repositorio apds a execucao.

No primeiro experimento, as funcdes foram executadas em uma Unica maquina
virtual, usando a aplicacio VMWare para a virtualizacdo. A maquina possui as seguintes
configuracdes: 2 cores do processador Intel Core 15-9400F CPU de 2.90GHz, 4GB de
memoria RAM, 500GB de SSD e utiliza o sistema operacional Ubuntu 20.04.2 LTS 64-
bit.

Na realizacdo do segundo experimento, usou-se adicionalmente o framework
Hadoop (versdo 3.2.1) para a simulacdo do processamento distribuido. Essa ferramenta
depende do Java OpenJDK e Javac (versao 1.8.0), que foram devidamente instalados. A
configuracdo seguiu os padroes do modo pseudo-distributed, permitindo que cada con-
junto de processos executados no Hadoop seja executado em um tnico processo Java, uti-
lizando o mecanismo de threads disponivel na arquitetura da linguagem de programacao.
Para a execucdo no Hadoop, foi utilizado o sistema HDFS do préprio framework para ar-
mazenar tanto o cddigo das fungdes, quanto os repositdrios de operagdes que constituem
os dados de entrada da aplicacao.

As funcdes de Map e Reduce foram desenvolvidas na linguagem Python
(versdo 3.8.5) e estdo disponiveis no Github, no endereco: https://github.com/adriano-
leao/Mapreduce AcCORD.

5. Resultados e Discussoes

Seguindo a metodologia descrita, o objetivo com os experimentos realizados foi avaliar
a eficicia e a eficiéncia das funcdes MapReduce desenvolvidas, bem como o compor-
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tamento das mesmas. Essas func¢des objetivam a reconciliacdo de dados em ambientes
nos quais os dados sdo compartilhados por meio de repositorios. Para isso, € necessario
que a ferramenta de integracdo utilizada previamente, gere um repositorio de dados de
procedéncia que representem as operagoes de atualizacdo realizadas nos dados.

Cada uma das quatro funcdes implementadas, foi submetida a duas execucdes
diferentes. No primeiro experimento, as funcdes foram executadas em uma unica
maquina. No segundo, foi utilizado o framework Hadoop MapReduce, simulando o
processamento em um ambiente distribuido. Nos dois experimentos considera-se que
0 mesmo usudrio solicita o processo de reconciliagdo todas as vezes nas quais ele é apli-
cado. Todos os resultados foram obtidos por meio da média de cinco execucdes em cada
cendrio, com um intervalo de confianca de 95%, assegurando assim, a sua confiabilidade.

Na Figura 1, sdo mostrados os tempos de execu¢do gastos por cada politica para
manipular as opera¢des de um numero crescente de repositérios. Observa-se tempos
melhores para as execucdes de todas as fungdes no framework Hadoop MapReduce,
em comparagdo com os tempos obtidos na execu¢do centralizada das mesmas funcdes
MapReduce, mesmo utilizando repositorios pequenos. Ambientes distribuidos tendem a
prejudicar execucdes realizadas sobre pequenos volumes de dados pois, muitas vezes, 0s
tempos para distribuir os dados entre os n6s e coletar e combinar os resultados, superam
o tempo de execu¢@o em um Unico nd. Porém, ndo € isso que ocorre aqui, assegurando o
melhor desempenho de fungdes MapReduce utilizando o Haddop.
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Figure 1. Comparacao entre tempos gastos pelas funcées MapReduce na
execucao centralizada e no Hadoop MapReduce.

Adicionalmente, destaca-se que na execu¢dao no Hadoop, as funcdes baseadas na
visdo local e na remocdo de todos os conflitos exibiram o melhor desempenho. Isso se
deve ao fato de que uma vez que as operacoes conflitantes sdo agrupadas, os conflitos ndo
sdo verificados e essas operacdes nao sao atualizadas. Com o uso da primeira politica, as
operacoes realizadas pelo usudrio que solicitou o processo de reconciliacdo sao mantidas,
e as operagdes conflitantes com essas, dos demais usudrios, sdo descartadas. Com o
uso da segunda politica, todas as operacdes conflitantes sdo descartadas. Os tempos de
execucao confirmam a eficdcia das fungdes, pois os seus comportamentos estio refletidos
nos tempos gastos.

Também foi realizada uma andalise do nimero de operagdes mantido no repositorio
apos a conclusdo do processo de reconciliagdo, considerando cada politica € um nimero

39



Companion Proceedings of the 40t" Brazilian Symposium on Data Bases October 2025 — Fortaleza, CE, Brazil

crescente de repositorios envolvidos no processo, mostrados na Figura 2. Além disso,
¢ mostrado o nimero inicial de operagdes existentes no repositério utilizado como re-
feréncia. Ou seja, o numero de operagdes no repositorio do usudrio que solicita o processo
de reconcilia¢do. Ele importa as operacdes dos demais repositérios dos demais antes de
se realizar o processo de reconciliagao.
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Figure 2. Numero de operacoes mantidas no repositorio apds a aplicacao de
cada fung¢ao de reconciliagao.

Os resultados obtidos foram similares aqueles apresentados por Almeida et al.
[Almeida et al. 2018] em relagdo ao comportamento das fungdes. A politica que re-
move todas as operagdes conflitantes foi responsavel por remover maior quantidade de
operacoes do repositorio, conforme o esperado. Esse resultado foi seguido de perto pelas
fungdes baseadas na visdo local e na votagdo. A primeira remove qualquer operacao
conflitante com as operagdes do usudrio que solicita o processo de reconciliacdo. Ja a
segunda, apesar de se basear numa votacdo para decidir quais as operagdes conflitantes
devem ser mantidas, em caso de empate na votacdo, ela remove todas as operacdes con-
flitantes assim como a politica de remocao de todos os conflitos.

No cenario apresentado, a politica baseada no timestamp mostrou-se mais eficaz
em atualizar as operagdes que aquela baseada na votagao, preservando-se assim um maior
nimero no repositorio resultante. Isso € intuitivamente, bem visto pelos usudrios, pois
eles ndo terdo que tomar novas decisdes para inconsisténcias que ja foram tratadas por
eles anteriormente.

6. Conclusao

Neste trabalho, politicas de reconciliacdo de dados em nivel de instincia foram exploradas
no contexto do modelo de processamento MapReduce em um ambiente centralizado e em
um ambiente distribuido. Os resultados obtidos revelaram que as estratégias distribuidas
tém potencial para aprimorar significativamente a eficiéncia da reconciliagdao de dados,
tendo em vista que em todos os casos testados, obteve-se um desempenho melhor ao
utilizar-se a abordagem distribuida em comparacdo com a forma centralizada.

Tendo em vista que as principais limitacdes deste trabalho sdao, o pequeno volume
de dados utilizado nos experimentos e a sua execucdo realizada em um unico servidor
Hadoop, o que resultou em uma simulagdo do processamento distribuido, recomenda-
se que em pesquisas subsequentes, essas abordagens sejam exploradas em ambiente de
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cluster distribuido, com foco na execu¢dao de dados em larga escala. O uso de conjun-
tos de dados substanciais € essencial para obter avaliacdes mais precisas do desempenho
das funcdes de reconciliacdo em ambientes distribuidos. Essas investiga¢des tém o po-
tencial de preencher as lacunas deixadas por este trabalho e, ampliar a compreensao da
reconciliacdo de dados em contextos mais desafiadores.
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