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Resumo. Neste artigo, demonstramos o AkSF1ow, um middleware projetado
para a execucdo paralela de workflows em ambientes conteinerizados. Cons-
truido sobre a plataforma Kubernetes, o AkSF1ow permite o escalonamento
automdtico das atividades dos workflows em miiltiplos contéineres de acordo
com as dependéncias de dados existentes. Cada atividade pode ser executada
em uma imagem Docker distinta, e o middleware realiza a captura nativa de
dados de proveniéncia. Neste artigo de demonstracdo, executamos o work-
flow do dominio da astronomia Montage via AkSF1ow, avaliando diferentes
configuragoes de alocagdo de recursos.

1. Introducao

Os workflows sdo abstracdes que representam simulagdes computacionais complexas, ge-
ralmente modeladas como Grafos Aciclicos Dirigidos (DAGs). Nesses grafos, os vértices
correspondem a atividades, geralmente associadas a execucao de programas, € as ares-
tas indicam dependéncias de dados entre elas [de Oliveira et al. 2019]. Cada execucao
de uma atividade, chamada de ativacdo, usa um subconjunto especifico de dados e
parametros de entrada. Embora existam diferentes formas de implementar workflows,
o uso de Sistemas de Workflows (SWs) é comum, pois eles oferecem ferramentas para
definir, executar e monitorar workflows em diversas infraestruturas computacionais.

Muitos workflows sdo intensivos em processamento ou na geracdo de dados, o
que torna essencial o uso de técnicas de paralelismo aliadas a ambientes de Computacao
de Alto Desempenho (HPC). Por isso, diversos SWs ja incorporam mecanismos para
execucao eficiente em HPCs, como o Pegasus [Deelman et al. 2021], o SciCumulus
[de Oliveira et al. 2010] e o Parsl [Babuji et al. 2019]. Apesar dos avancos, esses SWs
ainda sao limitados por dependéncias especificas. O Pegasus, por exemplo, exige o uso
do escalonador HTCondor, que nio é compativel com todos os ambientes. O SciCumulus
foi projetado para nuvens publicas [de Oliveira et al. 2012]. Além disso, os workflows
geralmente dependem de varias bibliotecas e ferramentas, tornando a pilha de software
complexa. Isso dificulta o suporte por centros de HPC, que nem sempre conseguem aten-
der a todos os requisitos [Kunstmann et al. 2022].

*Video demonstrativo da ferramenta pode ser acessado em https://youtu.be/RmrAMWkJi j4
TOs autores gostariam de agradecer pelo apoio financeiro da Coordenacio de Aperfeicoamento de Pes-
soal de Nivel Superior (CAPES) — Cédigo de Financiamento 001, do CNPq e da FAPERJ.
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Uma forma de reduzir os problemas de configuragdo da infraestrutura na
execucdo de workflows € o uso de cont€ineres [Struhdr et al. 2020]. Conté€ineres en-
capsulam a aplicagdo com todas as suas dependéncias, e.g., bibliotecas, arquivos de
configuracdo, etc., garantindo portabilidade e isolamento. Solu¢des como Singula-
rity [Kurtzer et al. 2017] e Kubernetes' foram desenvolvidas para atender demandas es-
pecificas de HPC, automatizando tarefas como implantacdo, escalonamento e gerenci-
amento. Apesar dos avangos, essas ferramentas ndo foram projetadas com foco na
execucao de workflows cientificos. Ainda carecem, por exemplo, de mecanismos nati-
vos para captura automética de dados de proveniéncia [Freire et al. 2008] e definicao de
politicas de escalonamento orientadas a objetivos, como otimizac¢do de tempo ou reducao
de custos. Por outro lado, SWs oferecem suporte nativo a proveniéncia e permitem con-
figurar politicas de escalonamento com base em diferentes metas, mas ainda enfrentam
limitagdes em ambientes conteinerizados.

O objetivo deste artigo € demonstrar o funcionamento do AkdOFlow
[Ferreira et al. 2024], um middleware desenvolvido para executar workflows cientificos
de forma eficiente em ambientes conteinerizados. Construido sobre a plataforma Kuber-
netes, o AkOF1ow gerencia multiplos contéineres com base nas dependéncias de dados
entre as atividades especificadas no workflow, permitindo o uso de contéineres com dife-
rentes capacidades de processamento e armazenamento. Isso oferece maior flexibilidade
no escalonamento. Além disso, o sistema realiza a captura automética de dados de pro-
veniéncia durante a execugao, permitindo andlise e reprodutibilidade por parte do usudrio.

2. O Middleware AkOFlow

O AkSF1ow é um middleware voltado a execugdo de workflows cientificos em ambientes
conteinerizados. Ele interage diretamente com a API nativa do Kubernetes para criar e
gerenciar Pods baseados em contéineres Docker’. A arquitetura do Ak&F 1ow pode ser
vista na Figura 1 e € composta de cinco camadas: (i) Cliente, (ii) Servidor, (iii) Proxy, (iv)
Worker e (v) Metadados e Proveniéncia. O usuério descreve o workflow em um arquivo
YAML, especificando a imagem Docker de cada atividade, os recursos necessdrios (vC-
PUs, memodria, disco) e as dependéncias de dados entre ativacdes. Essa defini¢ao pode
ser enviada via linha de comando, API ou interface Web.

No servidor, o AkSF 1 ow registra metadados, gerencia a execugdo das ativagdes e
realiza a captura automética de dados de proveniéncia. O orquestrador adota uma politica
de escalonamento gulosa, com suporte aos modelos First-Data-First (FDF) e First-
Activity-First (FAF) [Ogasawara et al. 2011]. O Ak6F 1 ow também suporta execu¢cdao em
multiplos runtimes (i.e., ambientes HPC), permitindo o uso simultineo de mais de um
cluster Kubernetes, além de ser extensivel para outros ambientes, como supercomputado-
res que utilizam contéineres Singularity.

O Cliente envia o arquivo YAML com a especificacao do workflow ao Servidor
via HTTP. Ao recebé-lo, o servidor desserializa a especificacdo, registra os metadados
e prepara as ativacdes para orquestragdo. Cada ativagcdo € instanciada como um Pod no
Kubernetes, de acordo com a configuracio de recursos definida. O componente Orques-
trador determina a ordem de execugdo conforme a politica de escalonamento adotada,

'https://kubernetes.io/pt-br/
’https://www.docker.com/
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Figura 1. A Arquitetura do Ak8Flow

atualmente do tipo gulosa, i.e., sempre que um recurso € liberado, uma nova ativacao €
iniciada.

Uma das funcionalidades do Ak&F 1ow € a captura e o armazenamento dos dados
de proveniéncia das ativacdes executadas. O modelo de proveniéncia, ilustrado na Figura
2, € composto por cinco tabelas principais: (1) Workflow, (i1) Activity, (ii1) Metrics, (iv)
Logs e (v) Storages. A tabela Workflow armazena informagdes gerais sobre cada workflow
executado, como o namespace, o arquivo de definicdo e o estado atual. Cada workflow
possui diversas atividades associadas, que sdo registradas na tabela Activity. Cada ativi-
dade estd vinculada a um tnico workflow e contém informagdes como o namespace, o
recurso de execucao e o estado da atividade. As tabelas Logs e Metrics armazenam dados
coletados diretamente do ambiente de execucdo. A tabela Storages é a responsavel por
registrar as informagdes de armazenamento associadas a cada atividade, como o tamanho
do disco, a lista de arquivos presentes no inicio da execugdo e os arquivos resultantes ao
final. Todos os metadados e dados de proveniéncia sdo armazenados em um banco de
dados SQLite. O cédigo-fonte do AkSF1ow se encontra disponivel no GitHub na URL
https://github.com/UFFeScience/akoflow.

activity_id:id

R

¢—wmkflnw idid ity_id:id
workflows activities metrics logs storages

namespace: text workflow_id activity_id: integer activity_id: integer activity_id: integer

name: test namespace: text cpu: text logs: text status: integer

raw_workflow name: text memory: text created_at: datetime initial_file_list: text

status: integer image: text window: text id: integer end_file_list: text

id: integer status: integer timestamp: text initial_disk_spec: text
resource_k8s_b64:text crealed_at: datetime end_disk_spec: text
idiinteger id: integer id: integer

Figura 2. Modelo de Proveniéncia do Ak6Flow

3. Demonstracao

A demonstracdo do AkSF 1 ow utilizard, como estudo de caso, o workflow cientifico Mon-
tage [Sakellariou et al. 2009]. O Montage ¢ amplamente utilizado na drea de astrono-
mia para a criacdo de mosaicos a partir de multiplas imagens do céu, capturadas por
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Figura 3. Monitoramento do Workflow Montage pelo Aké6Flow Admin

telescopios em diferentes momentos e condi¢des. Esse workflow € caracterizado pela
manipulagdo e geracdo de grandes volumes de dados, sendo composto por sete atividades
distintas, cada uma delas correspondente a execucao de um programa especifico do toolkit
Montage®.

As etapas do workflow sdo as seguintes (Figura 4): (i) mProject (em amarelo),
que projeta cada imagem para uma escala e sistema de coordenadas comuns; (ii) mDiffFit
(em azul), responsavel por calcular as diferengas entre imagens sobrepostas e ajustar os
valores de fundo; (iii) mConcatFit (em vermelho), que agrega os resultados dos ajustes
realizados entre pares de imagens; (iv) mBgModel (em laranja), encarregado de modelar
o fundo com base nos ajustes e sobreposicoes identificados; (v) mBackground (em verde),
que aplica as corre¢oes de fundo as imagens; (vi) mImgtbl (em cinza claro), utilizado para
extrair os metadados necessdrios para a montagem final; e (vii) mAdd (em cinza escuro),
que realiza a composic¢ao final das imagens, gerando o mosaico astrondmico completo.

A demonstra¢do consistird na submissao do
arquivo YAML contendo a especificagao do work-
flow Montage ao AkOF 1ow, utilizando uma das in-
terfaces disponiveis: (i) por meio de uma chamada
a API HTTP, (ii) pela interface de linha de comando
(CLI), ou (iii) pela interface web, que permite a
criacdo interativa do workflow. A escolha da inter-
face sera feita com base em fatores como o nimero
de atividades, o volume de dados envolvidos e a fa-
miliaridade do usuério com as opcdes de interacao
oferecidas pelo AkSF low.

Figura 4. O Workflow

Uma vez submetida a especificacdo, o ser- Montage.

vidor do AkSF1ow € responsavel por realizar toda
a orquestracdo e ativacdo das atividades nos ambi-
entes de execugdo previamente configurados. O acompanhamento da execucdo pode ser

3http://montage.ipac.caltech.edu/
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Figura 5. Listagem de Atividades no AkéFlow Admin

feito em tempo real por meio do médulo Ak6Flow Admin, que oferece uma visdo de-
talhada do progresso do workflow. A Figura 3 ilustra essa visualizacdo em tempo real,
incluindo informagdes como o status de cada atividade, o comando executado, a imagem
de contéiner utilizada e o estado atual de execu¢do. Além do monitoramento da execucao,
0 AkOSFlow permite também o acompanhamento dos arquivos gerados por cada ativi-
dade. Conforme mostrado na Figura 5, é possivel acessar uma timeline com o histérico
de execucdo de cada atividade do workflow.

Adicionalmente, o AkSF1ow se encontra em processo de desenvolvimento para
incorporar novas funcionalidades como a exportacdo de documentos e grafos de pro-
veniéncia durante a execucao, seguindo o padrao W3C PROV [Belhajjame et al. 2013].
Essa funcionalidade permitira representar de forma estruturada as dependéncias,
interacoes e relagdes entre as atividades executadas, ampliando a transparéncia, a ras-
treabilidade e a reprodutibilidade dos experimentos cientificos.

4. Conclusao e Trabalhos Futuros

Desde sua proposta inicial no Simpodsio Brasileiro de Banco de Dados em 2024
[Ferreira et al. 2024], o AkdFlow tem se mostrado como uma ferramenta promissora
para a execugdo de workflows cientificos em ambientes conteinerizados. Sua capacidade
de permitir que um mesmo workflow seja definido uma tnica vez e executado em dife-
rentes ambientes, por meio de contéineres, reforca tanto a portabilidade quanto a repro-
dutibilidade dos experimentos cientificos. O projeto segue em constante evolu¢ido, com
desenvolvimento ativo e cédigo-fonte disponivel no GitHub.

No momento da submissao deste trabalho, o Ak&F 1ow contava com 34 estrelas,
sendo o repositorio mais bem avaliado na fag eScience, o que evidencia o interesse da
comunidade na solu¢do. Como trabalhos futuros, destacam-se a expansao do modelo
de proveniéncia, com o objetivo de aprimorar a rastreabilidade e a reprodutibilidade das
execugdes, conforme o padrdo W3C PROV, além da implementagdo de novas heuristicas
de escalonamento de atividades, buscando maior eficiéncia na utilizagdo dos recursos
computacionais.
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