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Abstract. We present OBI-UAN, an educational tool based on Large Language
Models (LLMs). Using a question bank from previous editions of the Brazilian
Computing Olympiad (OBI), the tool organizes questions by topic and difficulty
level, following OBI’s own guidelines and leveraging Prompt Engineering te-
chniques. Additionally, OBI-UAN allows users to submit their solutions. By
relying on a database of correct answers, the system uses semantic similarity
retrieval techniques to estimate how closely the user’s response matches known
solutions. With the support of Retrieval-Augmented Generation (RAG) techni-
ques, it then provides personalized hints to guide the improvement of the user’s
answer. The system’s architecture includes efficient data structuring and inde-
xing to enable fast queries and contextualized feedback.

Resumo. Apresentamos a OBI-UAN' 2, uma ferramenta educacional baseada
em modelos largos de linguagem (LLMs). Utilizando um banco de questoes
das edigcoes anteriores da OBI, a ferramenta organiza-as por tema e nivel de
dificuldade, de acordo com as proprias diretrizes da OBI, com o uso de técnicas
de Engenharia de Prompt. Além disso, a OBI-UAN permite que os usudrios
submetam suas solucoes. Por meio de uma base de respostas corretas, utiliza
técnicas de recuperagdo por similaridade semdntica para estimar o quanto a
resposta do usudrio se aproxima de solugoes jd conhecidas, e, com apoio de
técnicas de RAG, fornece dicas personalizadas para guiar o aprimoramento
da resposta. A arquitetura do sistema contempla a estruturagdo e indexagdo
eficiente dos dados para permitir consultas rdpidas e feedback contextualizado.

1. Introducao

A Olimpiada Brasileira de Informatica (OBI) é uma competi¢do nacional que desempenha
um papel significativo na formacdo de estudantes da drea de Tecnologia da Informagado
(T.I.), ao incentiva-los a desenvolver habilidades fundamentais em matematica e teoria
da computacao por meio da resolu¢io de problemas [da Silva Pereira et al. 2019]. No en-
tanto, apesar de sua relevancia, ainda sao limitadas as ferramentas de apoio aos estudantes
de T.I., o que dificulta o estudo autbnomo, especialmente quando esse estudo se baseia
nas questdes da propria OBI [de Lima and de Menezes 2024].

IRepositério: https://github.com/zairobastos/obiuan
2Video de demonstracio: https://youtu.be/YCT1ikL30p8
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A organizacdo da OBI disponibiliza uma aplicagdo gratuita com recursos uteis,
como o calendario de provas, ementas, materiais de estudo, gabaritos, sugestdes de com-
piladores e, principalmente, um banco de questdes anteriores com a possibilidade de
avaliacdo quanto a assertividade da resoluc@o proposta pelo estudante. Atualmente, as
questdes sdo organizadas apenas por ano e modalidade, sem qualquer classificacdo por
tema, assunto ou nivel de dificuldade. Essa limitacio compromete a criacdo de pla-
nos de estudo mais personalizados e eficientes [Teixeira and Alliprandini 2013]. Além
disso, embora a plataforma informe se uma resposta estd certa ou errada, ela ndo for-
nece explicacdes ou orientagdes que ajudem o aluno a compreender os erros cometidos e
aprimorar suas solugdes.

Para superar essas limitacoes, propomos a OBI-UAN, uma aplicagdo web base-
ada em modelos largos de linguagem (LLMs) e técnicas de recuperagdo de informagdes.
Uma ferramenta que prové a organizagao das questdes por tema e nivel de dificuldade, a
geracdo de feedbacks automaticos baseados em similaridade semantica.

Este artigo estd organizado em trés segdes adicionais. A Secdo 2 apresenta os
trabalhos relacionados, a Secao 3 descreve os detalhes do desenvolvimento da OBI-UAN,
e a Secdo 4 redne as consideracdes finais deste trabalho.

2. Trabalhos Relacionados

Diversas plataformas académicas estdo disponiveis para estudo de programagao, como
LeetCode®, HackerRank*, Exercism®, CodeSignal® e Codility’. Essas ferramentas ofere-
cem um amplo banco de questdes, geralmente categorizadas em niveis, além de possibili-
tarem que os usudrios submetam suas solugdes e recebam avaliacOes automdticas. Apesar
disso, todas essas plataformas sdo majoritariamente voltadas ao publico internacional e
utilizam o idioma inglés. Outro ponto € que nenhuma dessas ferramentas € especializada
no contexto da OBI, uma competi¢ao nacional que possui caracteristicas proprias, tanto
no estilo das questdes quanto nas competéncias cobradas. A seguir, discutimos trabalhos
recentes que investigam o uso de LLMs na resolugdo e classificacio de problemas de
programagdo e como essas abordagens fundamentam parte do desenvolvimento da OBI-
UAN.

O trabalho de [MELO et al. 2023] avaliou o desempenho dos modelos de lingua-
gem ChatGPT-3.5 e Bard na resolucao de 83 problemas de programacgdo de diferentes
niveis de complexidade, obtidos de plataformas online como o LeetCode. Os resultados
revelaram que o ChatGPT-3.5 solucionou 20 questdes e o Bard 18 das 83 submetidas, com
taxas de vereditos “Accepted” de 24,1% e 14,9%, respectivamente, indicando um baixo
percentual de acerto geral. O ChatGPT-3.5 obteve sucesso principalmente em questdes de
nivel mais ficil, enquanto o Bard apresentou uma alta porcentagem de “Compilation Er-
ror”, o que nao era esperado para um LLM. Conclui-se que os LLMs ainda tém limitacdes
em raciocinio 16gico complexo, como refor¢a o trabalho de [Wang et al. 2024].

Ja em [SOUZA 2024], o autor avaliou a eficicia do Chat GPT 3.5 e do Mistral Le

Shttps://leetcode.com/
“https://www.hackerrank.com/
Shttps://exercism.org/
Shttps://codesignal.com/
"https://www.codility.com/
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Chat na resolugdo de 100 questdes de l6gica da OBI, modalidade iniciacdo. As questdes,
provenientes das edigdes de 2022 e 2023, foram submetidas em texto, com uma unica
tentativa para cada LLLM, evitando questdes com imagens. Os resultados mostraram que
o Chat GPT 3.5 acertou 23% das questodes, enquanto o Mistral Le Chat obteve um desem-
penho superior, com 36% de acertos. Ambos os modelos demonstraram dificuldade em
problemas légicos, com o Chat GPT 3.5 apresentando m4 interpretacio de questdes com
a expressao “‘exceto” e ambos retornando multiplas alternativas onde apenas uma era cor-
reta. A pesquisa conclui que ambos os LLMs sdo insuficientes para resolver problemas
de l6gica da OBI, falhando em compreender a complexidade de contextos e abstracdes
cruciais para a resolucdo, o que reforca o uso de outras técnicas de aprimoramento dos
modelos para isso, como evidenciado por [Yoshida et al. 2024].

No estudo de [Silvaetal. 2024], as autoras realizaram um mapeamento sis-
tematico sobre o uso de IA Generativa no ensino de programacao, analisando 51 artigos
publicados entre 2021 e 2024. Os trabalhos foram classificados em cinco categorias, com
destaque para a avaliacdo de LLMs como o ChatGPT, presente em 49% dos estudos. Os
resultados apontam que essas ferramentas t€m bom desempenho em tarefas introdutdrias,
mas enfrentam limitagdes em problemas mais complexos. Também mostraram potencial
para gerar exercicios e fornecer feedback personalizado, contribuindo para a motivacao
dos alunos.

O principal diferencial da OBI-UAN ¢é justamente esse foco: uma plataforma
construida inteiramente em lingua portuguesa, baseada nas questdes da OBI, e pensada
para apoiar estudantes brasileiros interessados em melhorar suas habilidades em ldgica,
programacao e resolucdo de problemas no contexto dessa competi¢do. Além disso, a OBI-
UAN inova ao combinar LL.Ms com técnicas de RAG para oferecer ndo s a categorizagao
inteligente das questdes por tema e dificuldade, mas também a geracao de instrugdes para
a solugdo da questdo e feedbacks baseados na compara¢ido semantica entre as respostas
do usudrio e uma base de solugdes corretas.

3. OBI-UAN

A ferramenta OBI-UAN foi desenvolvida com o objetivo de auxiliar estudantes da drea de
Tecnologia da Informacdo na preparagdo para a OBI. A aplicac@o funciona como um guia
de estudos, organizando as questdes da competi¢cdo conforme os niveis de dificuldade
definidos pela prépria comissdo organizadora. A seguir, apresentamos a arquitetura da
ferramenta, detalhando sua concepcao e funcionamento.

3.1. Arquitetura da OBI-UAN

A arquitetura da OBI-UAN € composta por quatro agentes principais, cada um res-
ponsdvel por uma etapa do processo de classificacio e rotulagdo das questoes da OBI:

1. Agente de Rotulacao de Assuntos: Responsavel por rotular o tema central de
cada questdo, classificando-as em: Fundamentos de Programacdo, Fundamentos
de Matematica e Algoritmos e Estruturas de Dados;

2. Agente de Rotulacdo Tematica: Apds a rotulagdo inicial, um segundo agente
analisa a questdo e define, com base na ementa da competi¢do, a qual grupo de
subassunto e o tema a que ela pertence. Esse agente também determina o nivel da
questdo segundo a divisdo oficial da OBI: Junior, Nivel 1, Nivel 2 ou Sénior;
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3. Agente de Nivel de Dificuldade: Responsavel por classificar o grau de dificul-
dade da questdo em uma das trés categorias: facil, médio ou dificil;

4. Agente de Feedback: Por fim, outro agente é responsdvel por, considerando o
algoritmo que responde a questdo, criar um passo-a-passo de como aquele aluno
pode aprimorar sua solucao para alcangar o objetivo.

Todos os agentes utilizam o mesmo modelo de linguagem base, o GPT-40, sendo
diferenciados apenas pelos seus respectivos prompts, elaborados com técnicas de Enge-
nharia de Prompt ®. Essa abordagem permite que cada agente desempenhe funcdes es-
pecializadas, sem a necessidade de multiplos modelos distintos. Categorizar e classificar
as questdes permite que os estudantes organizem seus estudos de maneira mais eficiente,
focando em questdes compativeis com seu nivel atual de conhecimento e priorizando os
temas mais recorrentes nas edi¢des anteriores da OBI.

e o . e * e
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Figura 1. Agentes atuantes da ferramenta.

Para o desenvolvimento da ferramenta OBI-UAN, foram empregadas tecnologias
que viabilizam tanto a andlise automatizada das questdes quanto a interacao eficiente com
o usudrio final. A biblioteca pandas® foi empregada para a manipulacdo, organizacio e
estruturacao dos dados brutos das questdes da OBI. A classificagdo automatizada das
questdes em diferentes categorias foi realizada com o auxilio de modelos de linguagem
natural. Utilizou-se especificamente o modelo gpt—40-mini'®. Esse modelo foi res-
ponsdvel por executar as tarefas de rotulacdo de assuntos, identificacao do grupo de su-
bassunto e subassunto, determina¢do do nivel da OBI e atribui¢ao do grau de dificuldade.

Para a interface grafica, utilizou-se o framework Streamlit'!, voltado a aplicacdes
web interativas com foco em ciéncia de dados. Para a comparagdo entre a resposta do
estudante e a resposta correta, foi utilizada a técnica de embeddings. Nesta etapa, adotou-
se 0 modelo Qwen/Qwen3-Embedding-0.6B'?, disponivel na biblioteca Transfor-

80s prompts utilizados pelos agentes estio disponiveis em: https://github.com/
zairobastos/obiuan/blob/main/prompts.py

“https://pandas.pydata.org/

1Ohttps://platform.openai.com/docs/models/gpt-4o-mini

https://streamlit.io/

2https://huggingface.co/Qwen
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mers'®. O modelo gera vetores densos para representar o contetido, possibilitando com-
parar codigos, inclusive de linguagens diferentes, com base na similaridade vetorial.

3.2. Funcionamento do OBI-UAN

O funcionamento da OBI-UAN foi projetado para ser simples, direto e acessivel a es-
tudantes em processo de aprendizagem. A Figura 2 ilustra o fluxo bésico de acesso as
questdes, dividido em dois passos principais.

No Passo 1, o usudrio interage com a Tela Inicial da aplicacdo, que apresenta uma
breve descricao sobre a OBI e sobre a propria ferramenta. Nesta tela, o estudante encontra,
a esquerda, um painel de navegacdo com uma barra lateral que organiza as questdes em
caixas de selecdo, categorizadas por temas e organizadas também por nivel de dificuldade.
Essa organizagdo visa auxiliar o aluno na construcao de um plano de estudo direcionado
de acordo com seus interesses ou necessidades.

Ao selecionar uma das questdes disponiveis, o sistema direciona o usudrio para o
Passo 2, correspondente a Tela da Questdo. Nessa etapa, o estudante pode ler o enunci-
ado completo do problema, escrever sua solu¢do no campo de resposta fornecido e, em
seguida, submeter essa resposta por meio do botdo de envio.

¥ Seja bem vindo a OBI-UAN OBI-UAN

Figura 2. Fluxo de uso da OBI-UAN: Tela Inicial e Tela da Questao

Ap6s o envio, a aplicagc@o processa a resposta, realizando uma anélise semantica
para verificar sua proximidade em relacdo as solucdes corretas presentes na base, redi-
recionando para a Tela de Resultado (Passo 3). Além disso, o estudante também pode
recorrer a um feedback textual que orienta-o sobre possiveis ajustes ou melhorias, aces-
sando a Tela de Feedback (Passo 4).

4. Conclusao

Este artigo apresentou a OBI-UAN, uma ferramenta que combina modelos de linguagem
LLMs, técnicas de recuperacdo de informacdes e uma interface web desenvolvida com
Streamlit para apoiar estudantes na preparacdo para a OBI e para o mercado de traba-
lho. A proposta se destaca por oferecer funcionalidades inéditas, como categorizacao das
questdes por tema e nivel de dificuldade, além de feedback automatizado para respostas,
contribuindo diretamente para o processo de aprendizagem.

Como trabalhos futuros, pretendemos avaliar o uso de outros modelos de lingua-
gem para aprimorar a qualidade dos feedbacks gerados, bem como incorporar novas for-
mas de categorizagdo, como topicos especificos de algoritmos (ex.: busca, ordenagao,

Bhttps://huggingface.co/
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. OBI-UAN @ ‘ OBI-UAN

Figura 3. Tela de Resultados para a Tela de Feedback

programacdo dinamica) ou classificagdo por habilidades cognitivas (ex.: andlise, sintese,
raciocinio 16gico). Também planejamos melhorias na interface, visando facilitar a
organizacdo visual do plano de estudo e tornar a experiéncia do usudrio mais intuitiva
e eficiente.
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