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Abstract. We present LLM4Time, an interactive tool for time series forecasting
using Large Language Models (LLMs). The application allows uploading CSV
files, automatically handling duplicate values, filling in missing timestamps, and
initializing the target column. The system provides predefined prompt engi-
neering strategies such as Zero-Shot, Few-Shot, Chain-of-Thought (CoT), and
CoT+Few-Shot (CoT+FS), as well as the ability to connect locally with models
via LM Studio, Ollama, and the OpenAI library. A history panel of past fore-
casts is also available, with filtering options based on the strategy used. The
demo aims to facilitate experimentation and analysis of forecasts with LLMs on
real-world time series data.

Resumo. Apresentamos o LLM4Time1 2, uma ferramenta interativa para pre-
visão de séries temporais com Large Language Models (LLMs). A aplicação
permite o upload de arquivos CSV, realizando automaticamente a correção
de valores duplicados, preenchimento de timestamps ausentes e inicialização
da coluna alvo. O sistema oferece estratégias pré-definidas de engenharia de
prompts, como Zero-Shot, Few-Shot, Chain-of-Thought (CoT) e CoT+Few-Shot
(CoT+FS), além da possibilidade de conexão local com modelos via LM Stu-
dio, Ollama e a biblioteca da OpenAI. Também está disponı́vel um painel de
histórico das previsões realizadas, com filtragem por estratégia utilizada. A
demo tem como foco facilitar a experimentação e análise de previsões com
LLMs em dados temporais reais.

1. Introdução

A previsão de séries temporais é essencial em setores como finanças, saúde, energia e
comércio, pois permite identificar padrões e tendências em dados ao longo do tempo. A
precisão dessas previsões é crucial para decisões estratégicas, como gestão de estoques e
planejamento de recursos [Hyndman and Athanasopoulos 2018].

Tradicionalmente, essa tarefa tem sido abordada por meio de métodos estatı́sticos,
como o modelo ARIMA [Mondal et al. 2014], e por técnicas de aprendizagem de máquina,
incluindo modelos como LSTMs e Random Forest [Freitas et al. 2023]. No entanto, essas

1Repositório: https://github.com/zairobastos/LLM4Time
2Vı́deo de demonstração: https://youtu.be/fYSDC_mtjtI
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abordagens frequentemente exigem um esforço considerável de engenharia de atributos,
ajuste de hiperparâmetros e tratamento minucioso de dados ausentes e sazonalidades.

Nesse contexto, modelos largos de linguagem (LLMs) têm emergido como
alternativas promissoras, oferecendo maior flexibilidade, capacidade de adaptação e
generalização. Inicialmente projetados para tarefas de processamento de linguagem na-
tural, esses modelos têm demonstrado versatilidade em diversos domı́nios, como visão
computacional [Wang et al. 2024], geração de código [Gu 2023] e, mais recentemente,
análise de séries temporais [Jin et al. 2023].

Este trabalho apresenta a ferramenta LLM4Time, que emprega LLMs para a pre-
visão de séries temporais, explorando diferentes estratégias de engenharia de prompts,
como Zero-Shot, Few-Shot, Chain-of-Thought e suas combinações. A plataforma dispõe
de uma interface interativa que permite ao usuário carregar conjuntos de dados, gerar
previsões por meio de APIs (LM Studio, Ollama ou OpenAI) e visualizar métricas de
erro. Além disso, os experimentos são armazenados para facilitar comparações e análises
detalhadas.

Este artigo está organizado em três seções adicionais. A Seção 2 apresenta os
trabalhos relacionados. A Seção 3 descreve a arquitetura da ferramenta LLM4Time, deta-
lhando seu funcionamento e componentes. Por fim, é apresentada às considerações finais
e trabalhos futuros.

2. Trabalhos Relacionados
Estudos recentes evidenciam o potencial dos LLMs na previsão de séries temporais, es-
pecialmente em abordagens baseadas em engenharia de prompt. [Bastos et al. 2025] de-
monstraram que o Gemini-1.5-PRO superou modelos tradicionais como LSTMs e Random
Forest, mesmo sem treinamento supervisionado, reforçando a eficácia dessas arquiteturas.
Abordagens zero-shot, como o LLMTIME [Gruver et al. 2023], convertem séries tempo-
rais em texto, permitindo que LLMs como GPT-3 e LLaMA-2 façam previsões sem fine-
tuning. De forma complementar, o PromptCast [Xue and Salim 2023] trata a tarefa como
uma transformação textual, destacando o uso direto de LLMs com prompts estruturados.

No campo das ferramentas, destaca-se a Metanalysis [da Conceição et al. 2020],
plataforma interativa voltada a estudantes que integra visualizações e pre-
visões com métodos clássicos. Já soluções comerciais como o TimeGPT
[Garza and Mergenthaler-Canseco 2023], apesar do alto desempenho, são pagas e
pouco transparentes; e bibliotecas como o Darts [Herzen et al. 2022] exigem conheci-
mento técnico avançado.

Neste contexto, propomos o LLM4Time, uma solução intermediária que combina
o poder dos LLMs com uma interface gráfica interativa, permitindo a experimentação
de estratégias de prompting. O objetivo é tornar a previsão com LLMs mais acessı́vel,
compreensı́vel e utilizável por um público mais amplo.

3. LLM4Time
A arquitetura do LLM4Time é dividida em quatro módulos — upload de dados,
configuração de modelos e prompts, geração de previsões e visualização de histórico
— permitindo uma interação flexı́vel e independente em cada etapa, o que facilita a
experimentação e a comparação entre diferentes estratégias e modelos.
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A ferramenta foi desenvolvida em Python, com interface web implementada em
Streamlit3, proporcionando uma experiência interativa e acessı́vel. Para manipulação e
análise dos dados, foram utilizadas as bibliotecas Pandas4 e NumPy5, enquanto os gráficos
interativos foram construı́dos com Plotly6. Os dados dos experimentos são armazenados
localmente em um banco SQLite, e os modelos de linguagem podem ser acessados por
meio de APIs da OpenAI7, LM Studio8 ou Ollama9, oferecendo flexibilidade quanto ao
backend utilizado. A avaliação das previsões é realizada com métricas como SMAPE,
MAE e RMSE, utilizando recursos da biblioteca Scikit-Learn10.

A seguir, cada módulo da arquitetura do LLM4Time é descrito em detalhe, desta-
cando suas funções e como contribuem para a experiência do usuário. A Figura 1 apre-
senta um fluxograma que ilustra o fluxo entre as principais etapas da ferramenta.

Upload

Previsões Histórico

Criar o prompt
personalizado Configurar modelo

Configurações

Figura 1. Visão geral da arquitetura da ferramenta LLM4Time, composta pelas
etapas de upload dos dados, configuração de prompts e modelos, geração
de previsões e histórico de execuções.

3.1. Upload dos Dados e Configurações
O módulo de Upload dos Dados é a etapa inicial do fluxo da ferramenta LLM4Time e tem
como objetivo preparar os dados temporais fornecidos pelo usuário para posterior análise
e previsão. Como apresentado na Figura 2, a interface dessa etapa permite o envio de
arquivos no formato CSV, nos quais o usuário deve identificar duas colunas principais: a
coluna que representa o timestamp e a coluna contendo as observações a serem previstas.

1 2

Figura 2. Na etapa inicial, o usuário envia o CSV conforme o padrão solicitado
(1) e define as colunas e regras para tratamento de valores duplicados (2).

Após o upload dos dados, o LLM4Time realiza automaticamente um processo de
pré-processamento voltado à correção de problemas comuns em séries temporais, como

3https://streamlit.io/
4https://pandas.pydata.org/
5https://numpy.org/
6https://plotly.com/
7https://pypi.org/project/openai/
8https://lmstudio.ai/
9https://ollama.com/

10https://scikit-learn.org/stable/index.html
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valores duplicados e lacunas na sequência temporal. Para duplicatas, o usuário pode optar
por remover os registros repetidos ou agregá-los por soma, garantindo um único ponto
por instante no tempo. Para valores ausentes, o sistema identifica automaticamente as
falhas na sequência de timestamps e oferece três formas estruturadas de preenchimento:
atribuição de zero, aplicação de média móvel ou interpolação linear. Esses métodos as-
seguram a consistência da série e preparam os dados adequadamente para o processo de
previsão.

Como apresentado da Figura 3, o módulo de Configurações é responsável por
centralizar e facilitar o gerenciamento das conexões com modelos de linguagem, além de
permitir a criação de versões personalizadas de prompts. Essa etapa elimina a necessidade
de alterações manuais em código ou arquivos de configuração, oferecendo ao usuário uma
interface intuitiva para informar suas credenciais de acesso às APIs.

21

Figura 3. O usuário escolhe a plataforma de execução do modelo (1) e configura
a chave da API e cria o prompt personalizado (2).

O módulo de Configuração do LLM4Time permite integração com três platafor-
mas para execução de LLMs: LM Studio, Ollama e a biblioteca da OpenAI. O usuário
pode escolher a plataforma mais adequada ao seu ambiente, informando apenas as creden-
ciais necessárias diretamente na interface. Além disso, o sistema permite criar e gerenciar
prompts personalizados a partir de modelos predefinidos, possibilitando ajustes conforme
o contexto de uso, como regras de saı́da ou formatos especı́ficos de entrada. Essa flexi-
bilidade favorece a experimentação com diferentes estratégias de engenharia de prompts,
permitindo testar variações sob o mesmo conjunto de dados de forma prática e acessı́vel.

3.2. Previsões e Histórico

O módulo de Previsões é o núcleo da ferramenta LLM4Time, onde o usuário realiza
experimentações com diferentes modelos, estratégias de prompting e configurações de
entrada. Como apresentado na Figura 4, a interface permite selecionar o modelo de lin-
guagem desejado (disponı́vel via LM Studio, Ollama ou OpenAI), definir a temperatura
da resposta, o intervalo temporal da série a ser enviada ao modelo (data de inı́cio e fim) e
a quantidade de valores futuros a serem previstos.

Além disso, o usuário pode escolher a estratégia de prompting a ser utilizada,
dentre as opções pré-definidas: Zero-Shot, Few-Shot, Chain-of-Thought (CoT), CoT +
Few-Shot (CoT+FS) ou ainda um prompt personalizado criado previamente no módulo
de configurações. Também é possı́vel definir o formato de entrada da série a ser enviada
ao prompt, que pode ser: Numérico: os valores são passados diretamente como uma lista
de números (ex: 456, 789, 90) e Textual: os dı́gitos de cada valor são separados por
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1 2 3

Figura 4. O usuário configura o experimento na barra lateral (1), visualiza o
prompt gerado (2) e analisa os resultados da previsão com métricas e
gráfico comparativo (3).

espaço em branco, mantendo a separação entre os valores por vı́rgula (ex: 456, 789, 90
torna-se “4 5 6, 7 8 9, 9 0”).

Após a definição de todos os parâmetros, a ferramenta realiza a previsão e apre-
senta uma interface de resultados rica e interativa. São exibidos:

• A série temporal que foi passada ao modelo;
• O prompt final gerado;
• Todos os parâmetros utilizados na execução;
• Um gráfico da série de entrada;
• Os valores reais e previstos, lado a lado;
• As métricas de avaliação da previsão (SMAPE, MAE e RMSE);
• Um gráfico comparativo entre os valores reais e os valores previstos.

Na Figura 5 apresentamos o módulo de Histórico do LLM4Time. Este módulo
exibe todos os testes de previsão já realizados, recuperando os dados salvos no banco da
aplicação. A interface permite aplicar filtros por tipo de prompt e conjunto de dados uti-
lizado, facilitando a navegação entre os experimentos. Esse módulo é fundamental para
análises retrospectivas, pois permite ao usuário comparar estratégias de prompting, ava-
liar o impacto de diferentes configurações (como variações na temperatura) e identificar
padrões de desempenho. Com isso, o histórico se torna uma base sólida para aprimorar
experimentos futuros e tomar decisões mais precisas no uso dos modelos.

1 2

Figura 5. Apresenta o filtro de buscas e os resultados das previsões realizadas
(1), além dos detalhes técnicos da consulta, incluindo métricas e prompt
utilizado (2)

4. Conclusão e Trabalhos Futuros
Este trabalho apresentou a LLM4Time, uma ferramenta interativa que facilita o uso
de LLMs na previsão de séries temporais ao combinar estratégias como Zero-Shot,
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Few-Shot e Chain-of-Thought em uma plataforma unificada. A solução automatiza
o pré-processamento, oferece suporte a múltiplos backends de modelos e incentiva a
experimentação por meio de métricas padronizadas e registro de resultados. Para o fu-
turo, estão previstos novos recursos, como um módulo de benchmarking para avaliação
comparativa entre modelos, empacotamento da aplicação com Docker para simplificar a
instalação e melhorias nas etapas de pré-processamento, fortalecendo a LLM4Time como
uma ferramenta prática e robusta tanto para pesquisa quanto para aplicações reais.
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