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Abstract.

The rapid advancement of Large Language Models (LLMs) demands robust and compre-
hensive evaluation methodologies to assess their capabilities, reliability, and safety. This
advanced 2-hour tutorial will explore the multifaceted landscape of LLLM evaluation, mov-
ing beyond traditional NLP metrics to include modern benchmarks, human-in-the-loop
approaches, and cutting-edge techniques such as “LL.M-as-a-Judge”. We will address the
challenges of evaluating complex emergent behaviors, factual accuracy, reasoning, and
ethical considerations such as bias and toxicity. Participants will gain practical insights
into selecting appropriate evaluation strategies and understanding the limitations of cur-
rent methods, empowering them to critically assess LLM performance across a range of
real-world scenarios.

Resumo. Os rdpidos avangos nos Large Language Models (LLMs) exigem
metodologias de avaliacdo robustas e abrangentes para verificar suas ca-
pacidades, confiabilidade e seguranca. Este tutorial avancado de 2 ho-
ras aprofundar-se-d na multifacetada paisagem da avaliacdo de LLMs, indo
além das métricas tradicionais de PLN, para cobrir benchmarks modernos,
abordagens com intervencdo humana e técnicas de ponta como “LLM-as-a-
Judge”. Discutiremos os desafios de avaliar comportamentos emergentes com-
plexos, precisdo factual, raciocinio e consideragdes éticas como Vviés e toxici-
dade. Os participantes obterdo insights prdticos sobre a selecdo de estratégias
de avaliagdo apropriadas e a compreensdo das limitacoes dos métodos atu-
ais, capacitando-os a avaliar criticamente o desempenho de LLMs em vdrios
cendrios do mundo real.

1. Introducao

A avaliacio de Modelos de Linguagem de Grande Escala (Large Language Mod-
els — LLMs) constitui uma etapa central no ciclo de pesquisa e desenvolvimento
desses sistemas, transcendendo a verificacdo pontual de desempenho. Trata-se de
um processo essencial para fins de comparacdo entre arquiteturas, mitigacdo de
riscos, validagdo de seguranga em aplicagdes praticas e progresso cientifico da
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area [Meva and Kukadiya 2025]. A natureza generativa desses modelos, aliada a com-
plexidade da linguagem natural e as capacidades emergentes, impde desafios avaliativos
que extrapolam as metodologias tradicionais de Processamento de Linguagem Natural
(PLN) [Minaee et al. 2025].

Entre tais capacidades destacam-se o aprendizado em contexto (in-context learn-
ing) e o seguimento de instrugdes (instruction following), que tornam os modelos capazes
de generalizar tarefas a partir de poucos exemplos ou mesmo sem exemplos explicitos
apés o ajuste por instrucdoes. Tais propriedades dificultam a aplicacdo de métricas
cldssicas, as quais ndo sdo suficientes para captar atributos como criatividade, factuali-
dade, coeréncia semantica e utilidade pratica. O raciocinio passo a passo, por exemplo,
demanda critérios avaliativos que ultrapassam a precisao da resposta final, incorporando
aspectos como validade 16gica, consisténcia argumentativa e adequagdo ao contexto.

Além disso, o uso crescente de LLMs em dominios de alta criticidade, como
aplicacdes médicas, juridicas e educacionais, torna imperativa a adocao de frameworks
de avaliacdo multifacetados, capazes de abarcar ndo apenas o desempenho técnico,
mas também seguranga, eficiéncia e impacto social. A multiplicidade de respostas
validas que esses modelos podem gerar para uma mesma entrada evidencia a necessi-
dade de métricas mais matizadas, subjetivas e semanticamente alinhadas a percepcao hu-
mana. A simples correspondéncia de strings deixa de ser suficiente, sendo substituida
por abordagens que consideram a qualidade linguistica, contextual e interpretativa da
saida [Minaee et al. 2025, Meva and Kukadiya 2025].

E importante destacar que a avaliagdo ndo ocorre apenas de forma post hoc, mas
desempenha papel ativo durante o treinamento dos modelos. O aprendizado por refor¢o
com feedback humano (Reinforcement Learning from Human Feedback — RLHF) de-
pende da qualidade e do alinhamento das métricas utilizadas como fun¢do de recompensa.
Métricas mal calibradas ou desalinhadas com valores humanos podem levar a otimizacao
de aspectos secunddrios ou irrelevantes, prejudicando a utilidade, seguranca ou confiabil-
idade do modelo.

Este tutorial propde uma jornada critica e estruturada pelo campo da avaliagao de
LLMs, abordando os dilemas técnicos, metodoldgicos e éticos que o acompanham.

2. Esboco do Tutorial

* Introducdo a Avaliacio de LLMs (20 minutos): A avaliacio de LLMs ¢é
essencial para garantir seguranga, utilidade e alinhamento em aplicacOes reais,
indo além da precisdo técnica. Modelos generativos demandam métricas sofisti-
cadas que captem nuances como criatividade, coeréncia e factualidade. A
avaliacdo divide-se em intrinseca vs. extrinseca e humana vs. automatica, e seu
avango requer frameworks hibridos que combinem efici€éncia computacional com
profundidade interpretativa humana, especialmente em contextos criticos como
saude e direito. [Meva and Kukadiya 2025, Minaee et al. 2025, Gao et al. 2025,
Dierk et al. 2025]

— Por que a avaliagdo de LLMs € critica e desafiadora?
— As propriedades unicas dos LLMs que complicam a avalia¢ao (capacidade
gerativa, comportamentos emergentes, escala, ndo-determinismo).
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— Breve visdo geral dos tipos de avaliacdo: Intrinseca vs. Extrinseca, Hu-
mana vs. Automadtica.

* Métricas Tradicionais de PLN e Suas Limitacoes para LLMs (20 minutos):
As métricas tradicionais de avaliacdo de LLMs apresentam limita¢des significa-
tivas por nao refletirem com precisdo a percep¢do humana de qualidade textual.
Elas penalizam parafrases e sindbnimos, ignoram o raciocinio légico, nao detectam
alucinagOes factuais e falham em avaliar aspectos emergentes como seguranga,
viés e seguimento de instru¢des. Embora tteis para comparacgodes superficiais, es-
sas métricas ndo capturam a complexidade e profundidade das capacidades dos
LLMs, exigindo abordagens mais robustas e complementares para uma avaliagao
fiel do desempenho real dos modelos. [Peyrard 2019, Mathur et al. 2020]

— Revisdo das Métricas Classicas: Perplexidade, BLEU, ROUGE, ME-
TEOR, Acuracia, Precisdo, Recall, F1-Score.

— Quando e Por Que Sao Insuficientes: Discutir as limitagdes para modelos
gerativos (por exemplo, falta de compreensao semantica, multiplas saidas
validas) e para avaliar comportamentos matizados (por exemplo, erros fac-
tuais, coeréncia).

— Exemplos Préticos: Ilustrar cendrios onde as métricas tradicionais podem
ser enganosas.

* Benchmarks e Datasets Modernos para LLMs (20 minutos): Benchmarks sao
conjuntos de dados usados para avaliar LLMs em tarefas como compreensao,
QA, sumarizacdo, raciocinio e seguranca. Embora muitos tragam placares
numéricos, ¢ fundamental considerar limitacdes metodoldgicas e incluir anélises
qualitativas para garantir avaliagdes confidveis e alinhadas a critérios éticos.
[Meva and Kukadiya 2025, AISERA 2025]

— Benchmarks de Propésito Geral: MMLU, HELM, BIG-bench (Hard),
GLUE/SuperGLUE (revisitados no contexto de LLMs).

— Benchmarks para Tarefas Especificas:

% Question Answering (QA): Natural Questions, TriviaQA.
* Sumariza¢do: XSum, CNN/DailyMail.
# Raciocinio e Coédigo: GSM8K, HumanEval, MBPP.

— Benchmarks de Seguranca e IA Responsavel: TruthfulQA, BBQ, Toxi-
Gen/RealToxicityPrompts.

— Desafios com Benchmarks: Contaminagao de dados, saturacao de conjun-
tos de teste, a “falacia do leaderboard”.

* Além dos Benchmarks: Metodologias de Avaliacio Avancadas (30 minu-
tos): A avaliacdo humana € considerada o “padrdo ouro” para medir a quali-
dade de saidas de LLMs em tarefas de geracdo de linguagem natural, por cap-
turar nuances como fluéncia, coeréncia e criatividade que métricas automaticas
nao detectam. Metodologias comuns incluem escalas Likert, ranking, testes
A/B e anotacdo de erros. Apesar de sua importincia, enfrenta desafios como
custo elevado, subjetividade, viés cultural, dificuldades de escalabilidade e ne-
cessidade de treinamento rigoroso dos avaliadores. Esses limites motivam o
avanco de métodos automaticos e hibridos para complementar a avaliacdo hu-
mana. [Gao et al. 2025, Dierk et al. 2025]

— Avaliacdo Humana como Padrao Ouro: Metodologias, concordancia entre
anotadores, desafios de escalabilidade.
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— Abordagens "LLM-as-a-Judge”:
% Conceito e motivacao (escalabilidade, custo-beneficio).
* Metodologias: Comparagdes pareadas, avaliacdo de resposta
Unica, prompt engineering para judges.
+ Beneficios e limitacdes: Alucinacdes do judge, viés em modelos
judge, reprodutibilidade.
* Estudos de caso e pesquisa recente.

* Consideracées Eticas e Direcoes Futuras na Avaliacio de LLMs (30 min-
utos): A avaliacdo de LLMs deve ser continua, ética e integrada ao ciclo de
desenvolvimento. Transparéncia e interpretabilidade sdo fundamentais para su-
perar o carater de “caixa-preta” desses sistemas. O uso dual levanta preocupagdes
quanto a abusos, exigindo estratégias eficazes de mitigacdo. A regulamentacio
e a padronizacdo sdo urgentes para garantir comparabilidade e promover a
responsabilizacdo industrial. Avancgos futuros devem priorizar meta-avaliacao,
monitoramento em tempo real, adaptacdo por dominio, alinhamento com valores
humanos e andlise de impactos sociais de longo prazo, adotando uma abordagem
multidisciplinar para enfrentar a complexidade dos modelos. [Jiao et al. 2025]

— Viés e Justica (Fairness): Identificar e mitigar vieses nas saidas de LLMs,
métricas de fairness.

— Precisdo Factual e Alucinagdes: Técnicas avangadas de detecc¢ao, verifica-
bilidade, citabilidade.

— Conteudo Téxico e Nocivo: Deteccao e prevengao.

— Interpretabilidade e Explicabilidade: Avaliacao de modelos black-box.

— O Cenaério em Evolugdo: Lacunas de pesquisa, problemas abertos e o papel
dos principios de IA responsavel na avaliacao.

— Avaliagdo Adversarial e de Robustez: Teste de estresse, inje¢des de
prompt, jailbreaking.
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