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Abstract. Differentially private (DP) selection mechanisms identify the top-scoring
element from a finite set while ensuring strong privacy guarantees. However,
most existing methods rely on global sensitivity, often introducing excessive
noise and harming utility. We propose the Smooth Noisy Max (SNM) algorithm,
which leverages smooth sensitivity to provide tighter error bounds and impro-
ved accuracy under mild conditions. Experiments demonstrate SNM’s superi-
ority over state-of-the-art DP selection methods in percentile selection, greedy
decision trees, and random forest applications.

Resumo. Mecanismos de selecdo diferencialmente privados (DP) obtem o ele-
mento de maior qualidade em um conjunto finito, garantindo forte privacidade.
No entanto, a maioria dos métodos existentes usa sensibilidade global, frequen-
temente adicionando ruido excessivo e prejudicando a utilidade dos resultados.
Propomos o algoritmo Smooth Noisy Max (SNM), que emprega sensibilidade
suave para obter limites de erro mais precisos e maior acurdcia sob condi¢oes
moderadas. Experimentos mostram que o SNM supera os melhores métodos de
selecdo com DP em trés aplicacoes: selecdo de percentis, drvores de decisdo
gananciosas e florestas aleatorias.
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Avanco em IA Responsdvel: Privacidade e Fairness.

Algoritmo Smooth Noisy Max (SNM) inova aplicando sensibilidade suave, redu-
zindo erros.

SNM garante privacidade diferencial aproximada, pioneiro nessa capacidade.
Melhorias em selecao diferencialmente privada.
3 novos algoritmos de inteligéncia artificial que superam estado-da-arte.
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2. Contexto e Problema

A gestdo responsavel de dados € crucial para o desenvolvimento ético de sistemas de A,
pois os algoritmos refletem diretamente a qualidade e o tratamento dos dados utilizados.
A falta de governancga adequada pode perpetuar vieses discriminatdrios (fairness) e viola-
¢Oes de privacidade, exigindo técnicas robustas de protecdo. A adogdo de IA Responsa-
vel no gerenciamento de dados vai além da conformidade: € um imperativo para construir
confianca, distribuir beneficios de forma justa e evitar impactos sociais negativos, ga-
rantindo inovagdo tecnoldgica equitativa e benéfica para a sociedade. A A Responsavel
exige técnicas que equilibrem utilidade e privacidade, como a sele¢do diferencialmente
privada. Essa abordagem adiciona aleatoriedade controlando a operagdes de selecao (ex.:
qual a cor de cabelo mais comum no Brasil?), preservando dados individuais, garantindo
os requisitos éticos de privacidade. Selecdo diferencialmente privada € um mecanismo
que protege dados sensiveis ao introduzir aleatoriedade matematicamente calibrada em
processos de selecdo (consultas cuja resposta € discreta), garantindo que a saida nao re-
vele informagdes individuais especificas.

3. Objetivo

Esta tese dedicou-se ao avanco dos aspectos €ticos em Inteligéncia Artificial, com con-
tribui¢des direcionadas a algoritmos de aprendizado de méaquina, modelo de fairness e
técnicas de privacidade de dados. O foco central da tese reside na privacidade de dados, e
portanto este documento focard nos resultados alcangados no campo da privacidade. Os
estudos de privacidade culminaram na proposicdo de um novo algoritmo de selecdo com
privacidade diferencial, denominado Smooth Noisy Max (SNM). Este algoritmo inova-
dor emprega a sensibilidade suave para a adi¢do de ruido calibrado. O trabalho aborda
desafios e lacunas cruciais na area ao: (1) estender o conceito de sensibilidade suave, ori-
ginalmente concebido para dados numéricos, ao complexo cendrio de selecao de dados;
(2) desenvolver um algoritmo que aplica esta no¢do estendida de sensibilidade suave; e
(3) prover rigorosas garantias teéricas de privacidade e utilidade. Demonstra-se que o
SNM nao apenas alcanca maior precisdo em comparagdo com alternativas baseadas em
sensibilidade global, mas também, sob leves condi¢des, garante um desempenho nunca
inferior ao de seus concorrentes.

4. A solucao e o avanco no estado-da-arte

Este trabalho introduz o Smooth Noisy Max (SNM), primeiro mecanismo de sele¢io pri-
vada que utiliza sensibilidade suave para calibrar ruido de forma adaptativa, garantindo
(¢, 6)-DP e superando métodos tradicionais (Mecanismo Exponencial, Report-Noisy-Max,
Permute-and-Flip) que dependem de sensibilidade global (gerando ruido excessivo), ou
Local Dampening (limitado por instabilidade e complexidade). Diferente dessas aborda-
gens, o SNM adiciona aleatoriedade proporcional a sensibilidade suave ao invés da global.
Alem disso, sob condi¢des amenas o SNM nunca é pior que os concorrentes, além de ser
o primeiro a suportar (&, §)-DP, equilibrando precisdo e garantias de privacidade de forma
inédita.

5. Avaliacao

Este trabalho realizou uma avaliagdo abrangente do SNM, comparando-o com os princi-
pais métodos de selecdo privada (Mecanismo Exponencial, Report-Noisy-Max, Permute-
and-Flip, Local Dampening) em trés aplicacdes distintas: (1) selecdo de percentil, (2)
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arvores de decisdo gulosa e (3) florestas aleatdrias. Os resultados demonstraram a superi-
oridade do SNM, que: (i) Na selecdo de percentil (datasets PATENT, HEPTH, INCOME),
alcancgou erros similares com 85% menos orcamento de privacidade; (ii)) Em arvores de
decisdo (datasets Adult, NLTCS, ACS), obteve maior acuricia na maioria dos cenarios;
(ii1)) Em florestas aleatérias (Mushroom, Wine, Compas, etc.), atingiu acurdcia compara-
vel a versdo ndo privada mesmo com orcamentos reduzidos, superando consistentemente
outros métodos para diversos valores de €.

6. Contribuicoes

Sensibilidade local em selecao diferencialmente privada A tese analisou mecanis-
mos de selec@o privada com sensibilidades dependentes de dados, destacando limitagdes
no mecanismo de amortecimento local de Farias et al. [2023]. A tese demonstrou que
a sensibilidade suave é incompativel com o mecanismo exponencial, contradizendo tra-
balhos anteriores Fletcher and Islam [2017], que carecem de uma definicdo formal para
selecdo privada.

Sensibilidade suave para selecao privada A tese propde uma nova definicdo de sensi-
bilidade suave para selecdo privada. A formulagdo adapta a sensibilidade dependente do
banco de dados real ao contexto de selecdo privada.

Novo mecanismo diferencialmente privado A tese apresenta o Smooth Noisy Max
(SNM), um novo mecanismo de sele¢ao diferencialmente privado, inspirado no report-
noisy-max. Destaques incluem simplicidade, facilidade de implementacdo e maior pre-
cisdo ao utilizar sensibilidade suave, reduzindo a magnitude do ruido. SNM garante pri-
vacidade diferencial pura e aproximada. O algoritmo adiciona ruido, proporcional a sen-
sibilidade suave, aos escores de utilidade. Garantias tedricas mostram que SNM nunca
€ pior que os adversdrios sob condi¢des amenas. Experimentos empiricos validam seu
desempenho frente aos métodos existentes.

Seleciao de percentil diferencialmente privado Este trabalho avalia empiricamente o
SNM para selecao de percentis com privacidade diferencial, comparando-o com os mé-
todos existentes. A andlise de sensibilidade guia a calibragao de ruido, com testes em
datasets reais. Os resultados demonstram que o SNM reduz o orcamento de privacidade
em até 85% sem perda de utilidade, destacando-se em conjunto de dados com repeti¢ao
de valores. Conclui-se que o SNM supera os métodos atuais em efici€ncia e acuricia.

Arvores de decisdo gulosas diferencialmente privadas Este estudo adapta o algoritmo
ID3 de arvores de decisdo para privacidade diferencial utilizando SNM, comparando-o
com métodos concorrentes. E realizado uma andlise de sensibilidade que guia a calibra-
cdo de ruido. Testes em datasets reais mostraram que as variantes do SNM atingiram
maior acuricia, com ganhos de até 8,58% em d4rvores mais profundas e orcamentos de
privacidade restritos. Os resultados comprovam a vantagem da sensibilidade suave no
equilibrio entre privacidade e utilidade.

Florestas aleatdrias diferencialmente privadas Este trabalho propde um algoritmo de
floresta aleatéria com privacidade diferencial utilizando SNM como mecanismo de sele-
cdo. Os principais aspectos incluem: (1) anédlise de sensibilidade para votagdo majoritdria
em folhas e sensibilidade suave baseada na diferenca entre frequéncias de classes; e (2)
avaliacdo abrangente em seis datasets, comparando SNM com os mecanismos padrdes
através de métricas de acuricia sob diferentes niveis de privacidade.
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