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Abstract. Depression is a serious challenge to public health. Many of those who suffer from this disease use social media for information or relief. The text data produced by these users can be used to support research in this field. However, this raw information is not always suitable for use directly in machine learning. Hence, a comparative analysis was performed between different preprocessing techniques to verify the impact on the effectiveness of early depression detection on social media. The results show that the preprocessing contributes to an increase in the prediction effectiveness. Moreover, the mapping of emoticons to real emotion words was decisive to improve not only model’s effectiveness, but also to keep the balance between different evaluation measures.

1. Introduction

Mental illnesses are becoming one of the most prevalent health problems worldwide. Among these diseases, depression stands out due to the numerous problems that it can trigger on the person. According to recent estimates by the World Health Organization (WHO), more than 300 million people suffer from this disease worldwide [Organization 2017]. The WHO also indicated an increase of 18.8% in the number of cases of depressed people, considering the years 2005 and 2015. In relative terms, in 2015 people with depression represented about 4.4% of the world population, more commonly in women (5.1%) compared to men (3.6%). In addition, in the same study, it was found that depression affects people of different ages, but especially those between 55 and 74 years, with the elderly being the most vulnerable.

Depression, unlike other diseases, beyond directly affecting the population, can also negatively affect other general health conditions such as cardiovascular disease, cancer, diabetes mellitus and obesity [Choudhury et al. 2013b]. Moreover, depression is also known to have negative influences on individuals’ family and personal relationships, work and school life [Choudhury et al. 2013b]. Of an even greater concern is the fact that depression is one of the main reasons that lead to suicide. In 1990, a pioneer study by Goodwin and Jamison suggests that depression is the leading cause of suicide [Goodwin and Jamison 1990], considering that between 15% and 20% of all patients with depression take their lives. In another study, conducted by Richards and O’Hara [Richards and O’Hara 2014], it was found that approximately two thirds of people who die by suicide are dealing with depression at the time of death. The WHO data also showed this relationship between depression and suicide. According to the WHO, approximately 788,000 people died from suicide in 2015, with far more people trying unsuccessfully [Organization 2017]. Among other factors, these facts demonstrate the
severity of this disease, and the urgency to find ways to treat it, or at least reduce its symptoms or impacts.

For several reasons, many of the people who suffer from depression do not receive adequate treatment. One of these reasons is the fact that most patients are unaware of their condition and, therefore, do not seek clinical intervention until the symptoms become severe. Ideally however, the detection of depression in early stages is critical, given it would allow a more adequate and effective treatment. Besides, it is important to note that late diagnosis is not the only problem when it comes to enabling adequate treatment. In this context, the strong social stigma associated with clinical depression leads many patients to avoid seeking professional help to assess their situation. Hence, for many reasons, many people end up resorting to less formal alternatives, such as social media and the Internet, to obtain information about their condition and also to discuss about their mental state [Yates et al. 2017].

The availability of social media platforms, such as Facebook\(^1\), Twitter\(^2\) or Reddit\(^3\) made it possible for people to share their personal experiences, ideas or thoughts in a free and comprehensive way. This kind of technology allows the production a large amounts of data which, therefore, generates a myriad of opportunities to solve problems in different application fields [Aggarwal 2011]. From this, many studies have been conducted on subjects related to sentiment analysis, personalized recommendation systems, public opinion monitoring, among others [Schoen et al. 2013]. Most of these studies rely on machine learning techniques as well as other purely statistical methods. In the context of this paper, some studies have been conducted using social media to investigate people’s mental state, especially depression [Choudhury et al. 2013c, Wang et al. 2013, Tsugawa et al. 2015, Coppersmith et al. 2015, Benamara et al. 2018].

Several studies indicate that mental disorders also interferes on the use of language by affected people. Thus, the fact that social media are an abundant source of textual data makes them an interesting source for the investigation of such disorder and its possible identification. The relationship between the use of language and clinical disorders has been studied for decades [Pennebaker et al. 2003, Rude et al. 2004]. However, it is important to notice that these data in their raw form may include information that is not relevant to support these tasks.

Therefore, an adequate preparation of this data is necessary. Hence, understanding the importance of this step is of great relevance, given its direct impact on the construction machine learning models. It is expected that a more appropriate treatment of the data will contribute to the construction of more appropriate models and, consequently, allow better effectiveness on the intended task.

In summary, this work investigates the role of textual data preprocessing in the task of early detection of depression on social media. To this end, benchmark experiments were conducted with multiple preprocessing techniques to assess their impact on the construction of depression prediction models. Consequently, it contributes to the task by providing evidences of the relevance and effectiveness impact of different text pre-

\(^1\)https://www.facebook.com/ - As of March 18, 2020
\(^2\)https://twitter.com/ - As of March 18, 2020
\(^3\)https://www.reddit.com/ - As of March 18, 2020
processing techniques. Moreover, it may allow better choices for the construction of applications or future research works on the field.

The remainder of this paper is organized as follows. Section 2 presents the related work and Section 3 describes the proposed experimental process. The results and discussions are presented in Section 4. Finally, Section 5 brings the conclusions and future work.

2. Related Works

Despite the advances on its treatment, depression is one of the fastest growing diseases in the world [Organization 2017]. Among other things, this fact motivates the development of studies that can contribute to reduce the impact of the problem. Many researchers have conducted studies aimed at detecting depression and other mental disorders, using data from different sources [Cavazos-Rehg et al. 2016, Losada and Crestani 2016, Yang and Srinivasan 2016, Santana et al. 2018]. One of these sources and which has enabled the development of many studies are the social media platforms, considered a promising instrument for public health [Choudhury et al. 2013a] investigations. Online domains, such as social media, have created a new ecosystem for innovative research with a rich source of data and social metadata to capture users’ behavioral trends. In these applications, Natural Language Processing techniques have been used in combination with machine learning methods, e.g., for the discovery of predictive models. In terms of data sources, many social media platforms have been used to carry out these studies, with emphasis on Twitter and Reddit.

Most of the work in the literature is based on supervised learning [Nakamura et al. 2014, Vedula and Parthasarathy 2017]. These studies show that people with depression tend to have common patterns of behavior. In general, these studies indicate that people who suffer from depression tend, for example: to talk more about relationships and life (e.g., friends, home, dating and death); become more concerned with themselves (they use the first person pronoun very often); use more emoticons (e.g., “(“, “:-(“, “:-c”), words of negative emotions (e.g., “anger” and “anxiety”) and denial terms (e.g., “no”, “none” and “never”); and constantly remember the past and worry about the future. Considering such findings, more studies can be developed focused on the feature extraction process that are later used with classic machine learning models [Nadeem 2016, Almeida et al. 2017, Trotzek et al. 2020].

In [Nadeem 2016], using a crowdsourcing method to build a list of Twitter users who express being diagnosed with depression, a model was proposed to define which of these tweets could indicate depression. For this, the bag-of-words model (frequency of occurrence of words to characterize the content of a tweet) was used for feature representation. To train the prediction models, logistic regression, Naïve Bayes and SVM methods were applied. Using a Corpus of 2.5 million tweets, the experimental results reached about 81% classification accuracy.

In the context of the CLEF eRisk Pilot Task 20174 on early risk detection on the Internet [Losada et al. 2017], the work in [Almeida et al. 2017] relied on Information Retrieval (IR) and supervised learning (SL) techniques. The proposed IR method retrieved

---

similar documents from a test document used as a query. The intuition is that using the full content of a user’s post as a query should allow a search engine to retrieve semantically similar posts [Almeida et al. 2017]. In the SL approach, a set of feature extraction strategies (e.g., n-grams, word dictionaries, Part of Speech (PoS) selection) were used and submitted to several classifiers. The authors found that based on an ensemble approach, merging the output candidates from all SL-based systems (considering three classifiers and all features), with the output candidates from the IR-based systems outperformed the results obtained by each approach separately. In same context, the approach proposed by [Malam et al. 2017] used different types of features (statistics and linguistics) and the Random Forest method to predict depression. The best results were obtained when using all of the features simultaneously.

In [Trotzek et al. 2020], a convolutional neural network based on different word embeddings was evaluated and compared to a simple logistic regression based on linguistic metadata at the user level (e.g., average number of the term “I”, possessive pronouns, and personal pronouns in posts, frequency of use of the expression “my depression” in posts, frequency of use of words describing medicines for “treatment” of depression, among others). An ensemble of both approaches was performed and the authors indicated they have reached the state-of-the-art in early detection of depression, using the same data from the eRisk 2017.

Over the past few years, many works related to depression prediction have been developed. However, to the best our knowledge, none of these works specifically assessed the effect of preprocessing techniques on the learning step, in general, leaving it a secondary role. Hence, unlike previous studies, this work aims at evaluating the preprocessing step in the construction of predictive models for depression detection.

3. Experimental Pipeline

The experimental process carried out in this work is illustrated in Figure 1. There are five stages: The dataset collection, preprocessing, feature extraction (text embeddings), CNN training, and, finally, the effectiveness evaluation. These modules are described in detail in the following.

![Figure 1. Experimental Benchmark Workflow.](image)

3.1. Dataset

The experiments were conducted with the dataset initially provided by [Losada and Crestani 2016] and published as part of the CLEF eRisk 2017 Task [Losada et al. 2017]. The dataset was built by crawling messages from Reddit users. Reddit has a large community of members and many of them have a long history of submissions (spanning several years). It also has topic divisions (named
“subreddits”), e.g., regarding different medical conditions, such as anorexia and depression [Losada and Crestani 2016]. Each user has a list of posts and each post includes the following fields: title, date, information and text. The information field simply contains the string “reddit post” and was discarded.

The data from 887 users were collected, with 135 users considered as depressive and a control group of 752 labeled as non-depressive. The dataset was randomly divided into training and test sets. The training set consists of 486 users (83 positive, 403 negative). In turn, the test set contains 401 users, with 52 positive and 349 negative. The retrieved posts are organized in chronological order. Thus, it is possible to verify both the difference in the use of language between users with and without depression, and also the evolution of the language used over time.

3.2. Preprocessing techniques

As highlighted in Figure 1, the preprocessing step is the focus of this work. For all evaluated scenarios, a basic preprocessing, which is common in the literature, was applied. Hence, for all cases, this standard preprocessing comprised the removal of numbers, links to websites and mentions to other users. In addition, all words were changed to lowercase, due to the practical requirements of the pre-trained embeddings used for text feature representation in this work (see Section 3.3). In the benchmark proposed here, the specific preprocessing techniques considered were:

- Stop Words Removal: Removal of many words considered irrelevant for the textual analysis (e.g., “a”, “an”, “of”, “the”, etc.);
- Lemmatization: Changing of the inflected forms of a word to a common root (e.g., “We are the champions” becomes “We are the champion”);
- Lemmatization with PoS tagging: Reduces the inflected forms of each word to a common base or root, but taking into account its context by PoS tagging (e.g., “I am the happiest person in the world” becomes “I be the happy person in the world”);

These techniques were assessed according to multiple use cases regarding their combinations as presented in Table 1. In the table, for “Case 1” no other additional preprocessing was carried out, only the basic preprocessing already mentioned was maintained.

All the cases from Table 1 were also assessed considering an additional dimension related to the importance of emotions represented by emoticons. In the first approach all emoticons were discarded. In turn, the second approach was performed in a way that the emoticons included in the posts were preserved through a mapping to representative terms. For instance, in this mapping, the “:(” symbol was replaced by the term “sad”. These variations were assessed with the aim of analyzing whether emotions, represented in this context by emoticons, impacted the identification of users with depression, as suggested by the literature.

This entire preprocessing step was performed using the NLTK\(^5\) library and the Keras preprocessing module\(^6\). The emoticons mapping was performed according to a

---

\(^5\)https://www.nltk.org - As of February 14, 2020

\(^6\)https://keras.io/preprocessing/text - As of February 14, 2020
Table 1. Preprocessing cases evaluated.

<table>
<thead>
<tr>
<th>Category</th>
<th>Stop Words Removal</th>
<th>Lemmatization</th>
<th>PoS tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 2</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 3</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Case 4</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Case 5</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Case 6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

predefined mapping⁷.

3.3. Word Embeddings

The experiments carried out in this work relied on pre-trained word embedding models trained based on large datasets, not necessarily associated with depression to any other mental illness. This choice of these pre-trained models was due to the unavailability of large amounts of data related to depression and the recurrent success of this transfer learning procedure in multiple applications.

The specific embedding models used were fastText [Mikolov et al. 2018] and GloVe [Pennington et al. 2014]. The fastText 300-dimensional embedding was trained with data from Wikipedia 2017 and UMBC webbase corpus and statmt.org news dataset (here named “FastText WN”), and also with data obtained via a common crawl (here named “FastText Crawl”). The GloVe model was trained with data from Wikipedia 2014 and Gigaword 5, respectively named “GloVe Crawl” and “Glove WN”.

3.4. Convolutional Neural Network Classifier

The CNN classifier architecture used in the experiments is illustrated in Figure 2. This architecture was proposed in [Trotzek et al. 2020], basically consisting of a simple convolution layer (100 filters of height 2 and width corresponding to the dimension of the output text of embedding). In this network, Concatenated Rectified Linear Units (CReLU) are used as an activation function. Then, the 1-max polling method is used to obtain a scalar from each filter, generating a 100-dimensional vector. The output represented by this vector is then propagated through three dense layers that also have CReLU as the activation function. In the output of the first layer, dropout is applied, as a way of reducing overfitting. Finally, in the last layer, the softmax function is applied to obtain the class probabilities (depressive, non-depressive).

3.5. Effectiveness Assessment

The effectiveness assessment was carried out using classical machine learning measures, such as Precision, Recall and $F_1$. In addition, we also used the evaluation measure used in eRisk 2017, called Early Risk Detection Error ($ERDE_o$) [Losada and Crestani 2016], which attributes penalties for late decision making. Basically, decision delay is measured by counting the number ($k$) of different textual items seen before making a decision. Considering a binary decision ($d$) made by an early risk detection system at $k$, $ERDE_o$ is defined as:

where, following [Losada et al. 2017], $c_{fn} = c_{tp} = 1$ and $c_{fp}$ is set according to the proportion of positive cases in the test set (0.1296). As indicated in [Losada et al. 2017], $c_{fn}$ and $c_{tp}$ were set at 1 since delayed detection could have serious consequences (i.e., delayed detection would be equivalent to not detecting the problem).

The parameter $o$ controls the point where the cost of a late decision begin to grow faster. The general error is calculated by taking the average of the values of $ERDE_o$. In this study, we used the $ERDE_5$ and $ERDE_{50}$ to evaluate the models. In turn, the function $lc_o(k)$ encodes a cost associated to the delay in detecting true positives, and is calculated according to Eq. 1.

$$lc_o(k) = 1 - \frac{1}{1 + e^{k-o}}$$

### 3.6. Experimental Setup

The experiments carried out in this work strictly followed the procedures established in eRisk 2017. The objective is to detect initial evidences of depression by analyzing users’ posts. The idea was to simulate systems that monitor posts on social media to early identify potentially depressive users. To simulate this, the data was divided into ten blocks, each one containing 10% of each user’s messages in chronological order. Before the data was submitted to the training or test stages, preprocessing was carried out, following the settings described in the subsection 3.2.

Training is performed with the entire training set only once for each evaluated preprocessing scenario. On the other hand, for the test phase, following the CLEF eRisk 2017 Task, the ten blocks are processed iteratively and incrementally. As mentioned, each block contains 10% of each user’s posts, therefore at each iteration $i$ the prediction
is conducted based on the concatenation of all the post blocks till the $i^{th}$ position, thus simulating an incremental chronological cut-off in a user’s feed.

Standard processing receives each user post individually in the form of the first 100 words per post, with each word having a vector representation with a dimension of 300, attributed to by embedding model. After this step, zeros are filled for posts with less than 100 words, resulting in a 100x300 matrix as the CNN classifier input. The CNN performs the classification for each post individually, for each user. Thus, it is necessary to aggregate these results and make a single decision for each specific user. For this, the $98^{th}$ percentile of the set of per post probabilities (of depression) is calculated, considering all the user’s posts till that cut-off point. The $98^{th}$ percentile is used instead of another strategy, such as the mean, to give more weight to the posts with greater probability. This probability is taken as the candidate decision for that user.

For decision definition, considering the early detection task, a probability threshold ($\tau$) was used. This threshold determines whether the model has enough confidence to make the subject’s prediction as positive (depressive) or should wait for more data, that is, more posts. Comprehensive experiments were conducted with thresholds in the range of [0.5-1] with step 0.05. We selected the results that achieved the best effectiveness for each text embedding model. Notice that the decision that a user is non-depressive is taken only after analyzing the last block of posts. Considering the predictions provided by the classifier, the evaluation measures were computed according to the ground-truth available with the dataset.

4. Results and discussion

The experiments were carried out using multiple decision-making thresholds. However, for the sake of space and simplicity, only the configurations that allowed the best effectiveness for each of the cases described in Section 3.2. The results are separate into two sections, for no preprocessing (Section 4.1) and for preprocessing and combinations (Section 4.2).

4.1. No Preprocessing - Baseline Results

Table 2 presents the results achieved for the approach where the database was not submitted to specific preprocessing steps, except for the transformation of words to lowercase, due to the inherent characteristics of the embedding models used. Considering the multiple evaluation measures, it is clear that the results without using preprocessing are not promising in terms of effectiveness. This corroborates what is found in the specialized literature, which indicates the importance of the data preparation stage, including text preprocessing. These baseline results are important to assess the impact of different preprocessing techniques and their combinations.

4.2. Preprocessing

Tables 3, 4, 5 show the best results achieved for each preprocessing case (described in Section 3.2), considering, respectively, $F_1$ a Precision ($P$) and $ERDE_{50}$ as the selection criteria. The results are presented both for the experiments with the mapping of emoticons (on the left) and without (on the right). In the tables, the “Basic” preprocessing corresponds to Case 1.
Table 2. Effectiveness results achieved without text preprocessing.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\tau$</th>
<th>$ERDE_5$</th>
<th>$ERDE_{50}$</th>
<th>$F_1$</th>
<th>$P$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FastText Crawl</td>
<td>0.6</td>
<td>13.2717</td>
<td>9.3414</td>
<td>0.5667</td>
<td>0.5000</td>
<td>0.6538</td>
</tr>
<tr>
<td>FastText WN</td>
<td>0.8</td>
<td>12.9135</td>
<td>8.8304</td>
<td>0.5872</td>
<td>0.5614</td>
<td>0.6154</td>
</tr>
<tr>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>13.1309</td>
<td>9.7109</td>
<td>0.5586</td>
<td>0.5254</td>
<td>0.5962</td>
</tr>
<tr>
<td>GloVe WN</td>
<td>0.5</td>
<td>13.0503</td>
<td>10.1119</td>
<td>0.5263</td>
<td>0.5814</td>
<td>0.4808</td>
</tr>
</tbody>
</table>

In the results presented in Table 3, a particular characteristic emerges. The results suggest that when applying a more robust preprocessing, e.g., Case 6, the mapping of emoticons in general allows better results in terms of effectiveness. On the other hand, when using basic standard preprocessing, such as Case 1, the mapping the emoticons does not significantly influence the results.

Table 3. Best results based on $F_1$ as the selection criteria.

<table>
<thead>
<tr>
<th>Preprocessing Category</th>
<th>Model</th>
<th>$\tau$</th>
<th>$ERDE_5$</th>
<th>$ERDE_{50}$</th>
<th>$F_1$</th>
<th>$P$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Case 1</td>
<td>FastText Crawl</td>
<td>0.6</td>
<td>12.8767</td>
<td>8.5145</td>
<td>0.6549</td>
<td>0.6066</td>
<td>0.7135</td>
</tr>
<tr>
<td></td>
<td>FastText Crawl</td>
<td>0.7</td>
<td>12.5323</td>
<td>9.4425</td>
<td>0.6007</td>
<td>0.7273</td>
<td>0.6194</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.55</td>
<td>12.5738</td>
<td>9.6927</td>
<td>0.6667</td>
<td>0.7273</td>
<td>0.6154</td>
</tr>
<tr>
<td></td>
<td>GloVe WN</td>
<td>0.55</td>
<td>12.5464</td>
<td>9.5033</td>
<td>0.6526</td>
<td>0.7209</td>
<td>0.5962</td>
</tr>
<tr>
<td>Lemma Case 2</td>
<td>FastText Crawl</td>
<td>0.65</td>
<td>12.6082</td>
<td>9.0734</td>
<td>0.6400</td>
<td>0.6218</td>
<td>0.7115</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>12.8707</td>
<td>8.4709</td>
<td>0.6586</td>
<td>0.5522</td>
<td>0.7308</td>
</tr>
<tr>
<td>Lemma + Lemma Case 3</td>
<td>FastText Crawl</td>
<td>0.5</td>
<td>12.7643</td>
<td>8.9386</td>
<td>0.6667</td>
<td>0.6429</td>
<td>0.6923</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>12.4047</td>
<td>9.3656</td>
<td>0.6526</td>
<td>0.7209</td>
<td>0.5962</td>
</tr>
<tr>
<td>Stop + Lemma Case 4</td>
<td>FastText Crawl</td>
<td>0.65</td>
<td>12.6374</td>
<td>9.4152</td>
<td>0.6735</td>
<td>0.6346</td>
<td>0.7174</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>12.7643</td>
<td>9.4152</td>
<td>0.6735</td>
<td>0.6346</td>
<td>0.7174</td>
</tr>
</tbody>
</table>

Considering the results in Table 4, which considers Precision as a selection criterion, the systems that used the emoticons mapping presented results similar to those described in Table 3, that is, allowed greater effectiveness with the application of the most complete preprocessing. This shows that applying a more complete preprocessing in combination with the mapping of emoticons made it possible to more effectively identify those people with depression, when compared to similar cases that did not apply the mapping.

Table 4. Best results based Precision ($P$) as the selection criteria.

<table>
<thead>
<tr>
<th>Preprocessing Category</th>
<th>Model</th>
<th>$\tau$</th>
<th>$ERDE_5$</th>
<th>$ERDE_{50}$</th>
<th>$F_1$</th>
<th>$P$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Case 1</td>
<td>FastText Crawl</td>
<td>0.6</td>
<td>12.3998</td>
<td>9.5183</td>
<td>0.6292</td>
<td>0.7568</td>
<td>0.5385</td>
</tr>
<tr>
<td></td>
<td>GloVe WN</td>
<td>0.5</td>
<td>12.5857</td>
<td>9.9614</td>
<td>0.6186</td>
<td>0.6667</td>
<td>0.5769</td>
</tr>
<tr>
<td>Lemma Case 2</td>
<td>FastText Crawl</td>
<td>0.5</td>
<td>12.5908</td>
<td>9.5183</td>
<td>0.6292</td>
<td>0.7568</td>
<td>0.5385</td>
</tr>
<tr>
<td></td>
<td>GloVe WN</td>
<td>0.5</td>
<td>12.5433</td>
<td>9.5033</td>
<td>0.6526</td>
<td>0.7209</td>
<td>0.5962</td>
</tr>
<tr>
<td>Lemma + Lemma Case 3</td>
<td>FastText Crawl</td>
<td>0.5</td>
<td>12.5738</td>
<td>9.6667</td>
<td>0.6667</td>
<td>0.6218</td>
<td>0.7115</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>12.4047</td>
<td>9.3656</td>
<td>0.6526</td>
<td>0.7209</td>
<td>0.5962</td>
</tr>
<tr>
<td>Stop + Lemma + Pos Case 4</td>
<td>FastText Crawl</td>
<td>0.6</td>
<td>12.6082</td>
<td>9.0734</td>
<td>0.6400</td>
<td>0.6667</td>
<td>0.5577</td>
</tr>
<tr>
<td></td>
<td>GloVe Crawl</td>
<td>0.5</td>
<td>12.5405</td>
<td>9.9614</td>
<td>0.6186</td>
<td>0.6667</td>
<td>0.5769</td>
</tr>
<tr>
<td>Stop + Lemma + Pos Case 6</td>
<td>FastText Crawl</td>
<td>0.6</td>
<td>12.6374</td>
<td>9.4152</td>
<td>0.6735</td>
<td>0.6346</td>
<td>0.7174</td>
</tr>
</tbody>
</table>

Regarding the best results in terms of $ERDE_{50}$, Table 5 shows that the preprocessing without the mapping of emoticons allowed the best results. However, there are other important aspects to consider. By analyzing the Precision of these systems, one can notice that the systems that applied the mapping, in general, obtained much better results in most cases. This situation suggests a demand for application-oriented trade-off adjustment given systems that did not use the mapping have a lower early detection error, but on the other hand make more mistakes in the detection of depressive individuals. In addition, the results suggest that using the mapping allowed to maintain a better balance between the two measures ($P$ and $ERDE_{50}$).

These findings suggest that using the mapping is possibly more appropriate, because in addition to more effectively identifying people with depression, it still maintains competitive results in terms of $ERDE_{50}$. Nevertheless, depending on the objective of the system, it is important to assess whether it is desired to detect more risk cases, to detect...
risk cases earlier by looking at less data, or to find a model that keeps a balance between these two measures.

Table 5. Best results based on $ERDE_{50}$ as the selection criteria.

<table>
<thead>
<tr>
<th>Preprocessing</th>
<th>Category</th>
<th>Model</th>
<th>$\tau$</th>
<th>$ERDE_5$</th>
<th>$ERDE_{50}$</th>
<th>$F_1$</th>
<th>$P$</th>
<th>$R$</th>
<th>Model</th>
<th>$\tau$</th>
<th>$ERDE_5$</th>
<th>$ERDE_{50}$</th>
<th>$F_1$</th>
<th>$P$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop</td>
<td>Case 2</td>
<td>FastText Crawl</td>
<td>0.7</td>
<td>12.8812</td>
<td>8.8500</td>
<td>0.6059</td>
<td>0.5798</td>
<td>0.6346</td>
<td>GloVe WN</td>
<td>0.7</td>
<td>12.7842</td>
<td>8.6911</td>
<td>0.6226</td>
<td>0.6111</td>
<td>0.6346</td>
</tr>
<tr>
<td>Lemma</td>
<td>Case 3</td>
<td>GloVe WN</td>
<td>0.55</td>
<td>12.8302</td>
<td>9.1537</td>
<td>0.6226</td>
<td>0.6111</td>
<td>0.6346</td>
<td>FastText WN</td>
<td>0.55</td>
<td>12.8142</td>
<td>8.5776</td>
<td>0.6549</td>
<td>0.6066</td>
<td>0.7115</td>
</tr>
<tr>
<td>Lemma + Pos</td>
<td>Case 4</td>
<td>FastText WN</td>
<td>0.65</td>
<td>12.9082</td>
<td>9.0734</td>
<td>0.6460</td>
<td>0.6667</td>
<td>0.6154</td>
<td>FastText WN</td>
<td>0.5</td>
<td>12.8707</td>
<td>8.4064</td>
<td>0.6218</td>
<td>0.5522</td>
<td>0.7115</td>
</tr>
<tr>
<td>Stop + Lemma</td>
<td>Case 5</td>
<td>FastText Crawl</td>
<td>0.5</td>
<td>12.6082</td>
<td>8.9586</td>
<td>0.6667</td>
<td>0.6425</td>
<td>0.6923</td>
<td>GloVe Crawl</td>
<td>0.55</td>
<td>12.9436</td>
<td>8.9198</td>
<td>0.6154</td>
<td>0.5538</td>
<td>0.6923</td>
</tr>
<tr>
<td>Stop + Lemma + Pos</td>
<td>Case 6</td>
<td>GloVe WN</td>
<td>0.55</td>
<td>12.4261</td>
<td>9.0598</td>
<td>0.6535</td>
<td>0.6735</td>
<td>0.6346</td>
<td>GloVe Crawl</td>
<td>0.55</td>
<td>12.7608</td>
<td>8.4709</td>
<td>0.6333</td>
<td>0.5088</td>
<td>0.7308</td>
</tr>
</tbody>
</table>

Still regarding the findings from Table 5, when it comes to depression, it is important to consider how critical it is to detect true positives. Hence, although late detection is a problem, detecting positive cases is crucial, as they require intervention, in order to reduce emergence of serious risks, including suicide attempts. Therefore, it highlights the importance of the results obtained with the mapping of emotions, given in addition to enabling the detection of true cases, on a highly unbalanced dataset, it allowed to maintain a certain balance between different measures when compared to not using the mapping.

5. Conclusion

Depression is one of the most prevalent public health problems worldwide due to the numerous consequences that may arise from it, such as suicide attempts. In this sense, finding solutions to assist in the identification, prevention or treatment is an essential task. Due to multiple factors, such as the strong social stigma, many people who suffer from depression rely on less formal environments, such as social media, to talk about their condition and find some relief. Thus, the textual data generated by these users can be exploited in the development of tools related to depression identification. However, using such data without adequate preparation may lead to unsatisfactory effectiveness. Hence, in this work, we performed a comparative analysis of different data preprocessing techniques to verify their contribution to prediction effectiveness.

The experimental results suggest not applying the preprocessing achieves inferior results. This highlights the importance of the data preparation stage for machine learning model construction. The results achieved showed that using the mapping of emoticons can generate better representations and that allow effectiveness improvement, especially when associated with more robust preprocessing techniques, such as Stop Words Removal, Lemmatization and Pos Tagging. On the other hand, it was observed that, without the mapping, a simple preprocessing is sufficient to achieve good results. In addition, it was found that the application of the mapping along with more complete preprocessing techniques allowed a better balance between the different measures compared, especially for Precision and $ERDE_{50}$.

As future work, we intend to evaluate these preprocessing approaches in other databases, especially with a larger amounts of data. It is also intended to investigate other preprocessing techniques, as a way to enable the construction of even better predictive models. Finally, with the increase of identification reliability of machine learning solutions, recommendations for intervention could be issued, for instance, through advertisements, informational links and online advisement.
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