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Abstract. Even though vaccines are already in use worldwide, the COVID-19
pandemic is far from over, with some countries re-establishing the lockdown
state, the virus has taken over 2 million lives until today, being a serious health
issue. Although real-time reverse transcription-polymerase chain reaction (RT-
PCR) is the first tool for COVID-19 diagnosis, its high false-negative rate and
low sensitivity might delay accurate diagnosis. Therefore, fast COVID-19 diag-
nosis and quarantine, combined with effective vaccination plans, is crucial for
the pandemic to be over as soon as possible. To that end, we propose an intel-
ligent system to classify computed tomography (CT) of lung images between a
normal, pneumonia caused by something other than the coronavirus or pneu-
monia caused by the coronavirus. This paper aims to evaluate a complete self-
attention mechanism with a Transformer network to capture COVID-19 pattern
over CT images. This approach has reached the state-of-the-art in multiple NLP
problems and just recently is being applied for computer vision tasks. We com-
bine vision transformer and performer (linear attention transformers), and also
a modified vision transformer, reaching 96.00% accuracy.

1. Introduction
Real-time reverse transcription polymerase chain reaction (RT-PCR) is the first choice for
COVID-19 diagnosis, but its high false-negative rate and low sensitivity may delay ac-
curate diagnosis [1]. Thus, it is necessary to explore alternative diagnosis methods. For-
tunately, the chest’s x-ray and CT scans show signals that differentiate a normal healthy
thorax from an unhealthy one. With overloaded healthcare systems all around the world,
it is important to quickly assess if incoming patients are infected with COVID-19 or not,
giving priority to treating patients who are more vulnerable and are infected with the virus.
With that in mind, a fast, low-sensitivity and precise diagnosis tool can be very helpful
to radiologists to distinguish between patients infected and not infected with the virus.
The majority of recently published works applies Convolutional Neural Networks(CNN)
architectures [5, 6, 7] for this goal.

Recent works on CT images classification use a tailored deep convolutional net-
work [5] for the problem of classifying medical images. On the same problem, but with
chest x-ray, images are also classified using CNNs, using techniques such as capsule
based-networks [6] or plain deep convolutional neural networks [7]. A deep features ap-
proach with the Q-deformed entropy handcrafted features was evaluated in [13] reaching
accuracy of 99.68%. A DenseNet201 with transfer learning was used to train a model



to classify CT chest images between covid and non covid in [14] while comparing with
other CNN pretrained models such as VGG16, ResNet152V2 and Inception-ResNetV2
which reach an overall accuracy of 96.25% on the test set. A tailored convolutional neu-
ral network, made specifically for COVID-19 detection, reaches 99.1% accuracy on the
test set in [5].

We propose a method for COVID-19 diagnosis using CT scans from patients, us-
ing complete self-attention networks: Vision Transformer(ViT) [3] and some of its vari-
ations(detailed on Section 2.2). Transformers are mainly used for Neural Language Pro-
cessing problems but we use it as a low-sensitivity and high precision diagnosis tool to
classify a given patient chest tomography between a healthy one, pneumonia caused by
something other than the corona virus or pneumonia caused by the virus.

The paper is organized as follows. Section 2 describes the proposed methods.
Section 3 discusses our findings, followed by Section 4 concludes the work.

2. Proposed Method
In this work, we focused on diagnosis of COVID-19 using CT images with a Transformer
Network. For that, we propose a method illustrated on Figure 1, that trains and evaluates
with some of the Transformer variants for the image classification problem in order to
perform neural architecture estimation.

Figure 1. Proposed method

The first step is to preprocess our data. The data is then fed into one of the
proposed Vision Transformer variations (Vision Transformer (ViT), Data-efficient Im-
age Transformer (DeIT)). The Encoder’s output is then used by the trainable MLP Head,
which results in the classification of the image between the three classes we are using to
evaluate our model. Each of these steps is explained in following sections.



Table 1. COVIDNet-CT Dataset: Images distribution

Type Normal Other Pneumonia COVID-19 Pneumonia Total
Training 27201 22061 12520 61782
Validation 9107 7400 4529 21036
Test 9450 7395 4346 21191

2.1. Data Acquisition and Preprocessing
We utilized the COVIDNet-CT [12] dataset that have training, testing and validation sets
defined in Table 1.

Our preprocessing consists on loading each set and applying its respective data
augmentation: for the training set, we apply a horizontal and vertical random flip, image
rotation ranging from -30 to 30 degrees and a random brightness variation, ranging from
-0.2 to 0.2. For every set, we apply a resizing according to the network required input we
using, (512x512 for ViT and 384x384 for DeIT) and data normalization.

2.2. Vision Transformer
In our work, we use Vision Transformer as a feature extractor to classify CT images
between healthy, pneumonia due to infection with the new Corona Virus or pneumonia
due to other kinds of infection. We also compare between different implementations of
the network.

Vision Transformer(ViT) [3] is a network proposed by Google’s Research team,
created to assess the classical Transformer’s [2] limitation, which is used mainly for Neu-
ral Language Processing problems: its prohibitive large memory usage for images. ViT
showed promising results on the Image Net dataset, surpassing top-classifying solutions.
The big picture of the proposed method can be seen on Figure 1.

ViT’s[3] main idea is to make the Transformer architecture feasible for images
with minimal modification from the original work [2], so the architecture process an im-
age as if they were a sequence of input tokens, where a fixed-size image is decomposed
into N patches of fixed size and each patch is projected with a linear layer, generating
embeddings. The embeddings are then concatenated with a class token, a trainable vec-
tor that is lately projected with a linear layer to predict each class. Given the fact that a
Transformer block is invariant to the order of the patches(a desirable feature for images,
given its 2D structures), positional information is incorporated as positional embeddings,
which are summed to the embeddings, and then fed to the Transformer blocks. Figure 2
depicts a detailed scheme of the Vision Transformer.

The main ViT concept is its self-attention mechanism, or the more elaborate Multi-
head self-attention(MSA). Attention mechanism is based on a trainable associative mem-
ory between key and value vector pairs, where a query vector q ∈ Rd is matched against
a set of k key vectors K ∈ Rk×d using inner products, which are then scaled and normal-
ized with a softmax function to obtain weights. The output is the weighted sum of a set
of k value vectors V ∈ Rk×d for a sequence of N query vectors Q ∈ RN×d, producing
the output matrix of size N × d:

Attention(Q,K, V ) = Softmax(QKT/
√
d)V (1)



Figure 2. The Vision Transformer

Finally, the MSA is defined by considering h attention heads, h self-attention
functions applied to the input, where each head provides a sequence of N × d and these
h sequences are rearranged into a N × dh sequence re-projected by a linear layer into
N ×D.

A ViT is composed by multiple trainable Encoder blocks (see Figure 3), where
the first one receives as inputs the embedded image patches, and its outputs is fed into
the next Encoder block and so on, until the last block’s output is fed into a MLP head,
which then classifies an image. Each one of these Encoder blocks is composed of two
Batch Normalization layers and two residual layers, working together with the MSA and
a MLP, as depicted on Figure 3.

The Vision Transformer (or any Transformer architecture) can take any kind of En-
coder on its internal architecture. This flexibility made possible for researchers to come up
with more efficient Encoder blocks, and therefore speeding up and occupying less mem-
ory. While the classic Encoder, used on the original Transformer paper [2] is feasible to be
used with the ViT, we can still make it more efficient, and for that, we also experimented
ViT with the Performer [4] encoder, an Encoder that tries to approximate the original one
while maintaining linear time and space complexity. It consists of a novel approach called
Fast Attention Via positive Orthogonal Random features(FAVOR+), which approximates
softmax attention-kernels, allowing us to train our model faster with the same amount of
parameters we used with a regular Transformer encoder.

For our last and most successful experiment, we used a pre-trained variation of
the ViT, the Data-efficient image Transformer, or DeIT [11]. It aims to solve the large
pre-training dataset requirement that the base ViT architecture has to deal with, due to its
lack of inductive bias for 2D structures(images) by using the same ViT but using trained
CNN architectures so that the ViT can inherit its knowledge and thus understand images
a bit better, requiring less pre-train data because the Transformer network already has an
inductive bias injected by the teacher CNN architecture.

We train Vision Transformer and Performer without transfer learning. For DeIT,
we used the pre-trained weights from the original paper. For every one of these varia-
tions, we train with batches of 32 images per batch, resize the images to the required



Figure 3. An encoder block

Table 2. Models Hyperparameteres

Hyperparameter ViT w/ Trans-
former Encoder

ViT w/ Performer
Encoder

DeIT Base

Learning Rate 6e-5 3e-5 8e-4
Dropout 0.5 0.5 0.5
Weight Decay 0 1e-4 1e-4
ViT’s Patch Size 16 32 16
Number of Epochs 60 60 80

input size for each model (512x512 for Classical encoder ViT and Performer encoder ViT
and 384x384 for DeIT) and apply some image augmentation techniques like randomly
applying vertical and horizontal flips, random rotation and brightness variation. We also
used an ADAM Optimizer and a linear learning rate scheduler for each model. For every
epoch, we take the output and assess performance on the validation set, using the metrics
described on Section 3, and at the end of training, we use the test set for the final eval-
uation. The main hyperparameters we used are described for each one of the models on
Table 2.

3. Results

This sections focuses on the discussion of the results of our method, comparing its per-
formance with other papers and then we discuss our achievements.

The Transformer block’s output is fed into a simple MLP with one hidden layer,
and is then translated into probabilities through a Softmax and then predicted into one of



Table 3. ViT with Classic Transformer Encoder(Accuracy: 0.91)

Class Precision Recall F1-Score
Normal 0.95 0.98 0.97
Other Pneumonia 0.91 0.82 0.86
Covid-19 Pneumonia 0.81 0.88 0.84
Macro Average 0.89 0.89 0.89
Weighted Average 0.91 0.91 0.90

Table 4. ViT with Efficient Performer Encoder(Accuracy: 0.91)

Class Precision Recall F1-Score
Normal 0.96 0.99 0.98
Other Pneumonia 0.84 0.92 0.88
Covid-19 Pneumonia 0.92 0.72 0.81
Macro Average 0.91 0.88 0.89
Weighted Average 0.91 0.91 0.91

the three classes. At the end of each training epoch, we assess the training performance
on a validation set, and at the end of training, we evaluate our network on the test set.

For measuring our models performances, we used classic metrics for classification
problems: accuracy, recall, precision and f1-score measured for each class.

Accuracy =
True Positive+ True Negative

Total
(2)

Precision =
True Positive

True Positive+ False Positive
(3)

Recall =
True Positive

True Positive+ False Negative
(4)

F1 Score = 2 · Precision ·Recall

Precision+Recall
(5)

To address class imbalance, for recall, precision and f1-score, we also calculate its
macro average, the unweighted mean for each one of the labels, and the weighted average,
where it is calculated the weighted average.

Our Results on the test set, for 21191 CT images are detailed on Table 3,4, and 6,
where we present precision and recall by class, macro and weighted average for each one
of the tested model: ViT with Classic Transformer Encoder, ViT with Efficient Performer
Encoder and Data efficient Vision Transformer, respectively.

We also compare with other works, with respect to accuracy. This compari-
son is shown on table 6. DenseNet201 based deep transfer learning only classify be-
tween COVID/NON-COVID, while the rest of the networks on the table classify between
Healthy, Pneumonia, and pneumonia caused by COVID-19.

We obtained promising results, with the best one being from the pre-trained DeIT.
Both ViT networks performed very well. With necessary pre-training, they are likely to



Table 5. Data efficient Vision Transformer(Accuracy: 0.96)

Class Precision Recall F1-Score
Normal 0.98 0.99 0.99
Other Pneumonia 0.96 0.93 0.95
Covid-19 Pneumonia 0.92 0.94 0.93
Macro Average 0.96 0.96 0.96
Weighted Average 0.96 0.96 0.96

Table 6. Overall comparison with other works

Network Accuracy
DenseNet201 based deep transfer learning[14] 0.96
Q-Deformed Entropy[13] 0.99
CovidNET-CT[5] 0.99
ViT with Classic Transformer Encoder 0.91
ViT with Efficient Performer Encoder 0.91
Data efficient Vision Transformer 0.96

surpass DeIT’s performance, as shown on ImageNet’s top-performing networks 1.

As observed in the overall results (Table 6), even though our accuracy is smaller
than every other work, we obtained competitive results for a novel neural network that
was initially meant for NLP problems, showing that the ViT modification can be used for
general purpose computer vision problems with none to minimal modification of the orig-
inal network, while other works were tailored specifically for the problem of classifying
COVID-19 images.

Our metrics for COVID-19 classification were a little worse than the others, with
healthy image classifications showing almost 100% f1-score, which is expected, due to
class imbalance.

We can also observe that the difference between a ViT with a classical transformer
encoder and one with an efficient performer encoder is minimal, meaning that the Per-
former encoder does approximate well the Transformer encoder, as stated on [4], while
requiring less computing resources. The work we’ve done can be easily extended and
fine-tuned for new kinds of viruses that may appear, resulting in a fast and precise low-
sensitivity diagnosis tool. As the computation power available was limited, we didn’t do
the experiments using the original, pre-trained, top-performing Vision Transformer, ViT-
Huge(ViT-H). Instead, we obtained a custom implementation of the network and tuned its
hyperparameters to extract its potential.

4. Conclusion
This work proposed the use of the transformer architecture for medical image classifi-
cation. Even though COVID-19 diagnosis can be made with more traditional methods,
computed tomography can still be a significant financial or structural obstacle for some
parts of the society, but this type of equipment is getting more and more accessible for

1Benchmark on ImageNet at https://paperswithcode.com/sota/image-classification-on-imagenet



people. To extract the most of this technology, we can use it to help radiologists filter
higher-risk patients who show signs of pneumonia caused by COVID-19 or some other
dangerous virus.

We compared important metrics between different Deep Learning approaches, ex-
ploring the novel transformer and comparing it with classical CNNs. We demonstrate that
modest, pre-trained models like DeIT can achieve competitive results, and the original Vi-
sion Transformer, even without pre-training and no tailoring for the task at hand can also
achieve some good results. We hope our paper motivates other researchers to explore the
Transformer Architecture for images and medical diagnosis.

For future work, we propose the use of pre-trained weights from Vision Trans-
former, but with a Performer Encoder, making the training faster and less computationally
expensive.
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