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Abstract. The use of machine learning in healthcare has grown, but algorithmic
biases can compromise the fairness and reliability of predictions. In this review,
we analyzed 56 studies published between 2020 and 2022 to investigate how
biases in predictive health models were identified and measured, as well as their
potential impact. Our findings indicate that fairness and interpretability metrics
have been underused, and systematic approaches to ensuring equity remained
insufficient. The identified biases may disproportionately harm minority patient
groups by increasing diagnostic errors, reducing treatment effectiveness, and
limiting access to essential support and resources.

Resumo. O uso de aprendizado de mdquina na drea da saiide tem crescido,
mas vieses algoritmicos podem comprometer a equidade e a confiabilidade das
predicoes. Nesta revisdo, analisamos 56 estudos publicados entre 2020 e 2022
para investigar como os vieses em modelos preditivos para a saiide foram iden-
tificados e quantificados, e qual seu potencial impacto . Nossos resultados indi-
cam que as métricas de equidade e interpretabilidade foram pouco exploradas
e ainda faltam abordagens mais sistemdticas para garantir predicoes justas.
Os vieses identificados podem prejudicar desproporcionalmente grupos mino-
ritdrios de pacientes, aumentando erros diagnosticos, reduzindo a eficdcia dos
tratamentos e restrigindo o acesso a Suporte e recursos essenciais.

1. Introducao

A inteligéncia artificial (IA) tem um grande potencial de transformag¢do no setor da satde:
as aplicagdes possiveis incluem diagnodsticos de alta acurdcia, tratamentos personaliza-
dos, identificacdo de pacientes elegiveis para estudos clinicos, e reducao de custos, dentre
muitos outros. Contudo, desafios como insufici€éncia de capacidade tecnolégica, dificul-
dades com regulamentagdes e politicas, bem como com o cenério ético envolvendo o
uso da IA fazem com que sua adocdo nesta drea seja mais lenta do que em outros seto-
res. Fatores como necessidade de adaptacao cultural e dificuldades na compreensao da
tecnologia também podem contribuir para a demora na ado¢do de IA na drea da saude
[Aldwean and Tenney 2023, Lin et al. 2024].

Um fator que pode comprometer a confianca dos usudrios € a existéncia de vieses
nos modelos computacionais. Aqui, definimos viés como uma inclinacdo ou preconceito



nas decisoes de um sistema de IA de forma a favorecer ou desfavorecer uma pessoa ou
grupo de uma maneira considerada injusta, especialmente baseando-se em caracteristicas
demogréficas como raga, género, idade, dentre outras [Ntoutsi et al. 2020].

No aprendizado de maquina (AM), um subcampo da IA muito utilizado na 4rea da
saide, os modelos realizam predicdes com base na representacdo automética de conhe-
cimento incorporado em bancos de dados digitais [Faceli et al. 2021]. Estes bancos de
dados registram a prestacao de servicos em nossos sistemas de saude, cujas disparidades
sdao amplamente documentadas. A influéncia de desigualdades estruturais, diferencas no
acesso aos cuidados de saude e preconceitos dos tomadores de decisdo afeta os padroes
de prestacdo de servico de formas que tendem a ser reproduzidas e até exacerbadas pelos
modelos computacionais caso a metodologia de desenvolvimento ndo inclua a prevencao
e a mitigacdo deste tipo de viés [Silva 2022].

Neste trabalho, realizamos uma revisao de literatura com objetivo de caracterizar
os vieses em modelos de AM na drea da sadde, identificando os principais tipos de vieses,
as aplicagodes e algoritmos onde eles sdo encontrados, e as estratégias de justica, inter-
pretabilidade e explicabilidade que podem ser usadas para detectar sua presenca. Esta
caracterizacao pretende contribuir com o desenvolvimento de técnicas de mitigacdo des-
tes vieses e promover a adocdo de metodologias robustas, de forma a gerar sistemas justos
e confidveis e a reduzir as barreiras na ado¢@o da IA na édrea da satde.

Este artigo esta organizado da seguinte forma: a Se¢do 2 apresenta trabalhos rele-
vantes para a area de pesquisa, e diferencia esta revisao em relacao a literatura existente;
a Sec¢ao 3 detalha o protocolo de revisao; a Secao 4 apresenta e discute os resultados en-
contrados e a Secdo 5 sumariza as principais contribuicdes e limitacOes deste estudo, e
aponta os possiveis trabalhos futuros.

2. Trabalhos relacionados

Selecionamos alguns trabalhos relacionados a proposta desta revisdo, que trazem dis-
cussOes importantes para a drea. Para compreensdo conceitual da justica em AM, o traba-
lho de [Tang et al. 2023] faz-se interessante, pois aborda as métricas de justica e o papel
da causalidade na detec¢do e mitigacdo de vieses, além de propor uma estrutura para
orientar a andlise de justica algoritmica.

Adicionalmente, [Cirillo et al. 2020] avaliam as lacunas nas tecnologias de 1A
biomédicas atuais, discutindo a importante diferenca entre vieses desejados e indeseja-
dos. Vieses desejados sdo aqueles que usam as diferencas entre as populacdes de forma
a permitir diagndsticos mais precisos e tratamentos personalizados, tornando os cuida-
dos de saude mais eficazes. J4 os vieses indesejados sdo aqueles que podem perpetuar
desigualdades e discriminagdes, ampliando preconceitos existentes e levando a resulta-
dos negativos para certos grupos. Entender e saber diferenciar entre esses tipos de viés é
fundamental para garantir resultados justos.

Outras revisoes abordando vieses em modelos de AM em dominios diversos, sem
restricao a area da sadde, também foram importantes por reunir conceitos e estatisticas
sobre vieses, métricas de justica e estratégias de mitigacao encontrados na literatura, ofe-
recendo um ponto de partida para a investigacdo do cendrio especifico das aplicagcdes
de saude [Mehrabi et al. 2021, Siddique et al. 2023]. Da mesma forma, revisoes relaci-
onadas a identificacdo e mitigacao de vieses em subdreas especificas da satide, embora



mais restritas, também foram relevantes para familiarizacdo com o dominio de aplicac¢io
[Chen and Marrero 2024, Perets et al. 2024].

Também encontramos uma revisdao extensa avaliando um conjunto de 341 arti-
gos sobre métodos de mitigacao de viés. Essa revisao inclui estudos da area da saide e
aborda aspectos como conjuntos de dados e métricas de justica, além de realizar um ben-
chmarking. Contudo, o trabalho foca somente em métodos de mitiga¢do, ndo abrangendo
artigos que detectam viés sem mitigd-lo. Ele também se restringe a dados tabulares, ndo
abrangendo estudos que usem imagem médica ou outros tipos de dados [Hort et al. 2024].

Nosso diferencial em relagdo a literatura existente é o objetivo de caracterizar
os vieses especificos dos modelos de AM utilizados na area da sadde, abrangendo tanto
problemas de classificagdo quanto de regressao e sem restricoes quanto aos dados de en-
trada, abrangendo trabalhos com dados tabulares, imagem médica, informagdes de dudio
ou video, dentre outras midias. Nosso foco estd na descri¢cao dos vieses encontrados,
independente do uso de métodos de mitigacdo. Quando aplicavel, também coletamos
informacdes sobre as estratégias de interpretabilidade e explicabilidade usadas, tendo em
vista que elas sdo ferramentas com forte potencial para compreensiao de como os modelos
aprendem e, consequentemente, quais vieses podem estar incorporados as suas predi¢des.

3. Protocolo de Revisao

Nossa revisao foi inspirada no framework PRISMA 2020 [Page et al. 2021]. O grupo de
autores € formado por pesquisadores da computagdo, incluindo uma docente com titulo de
doutora, uma doutoranda e dois estudantes de graduacdo. Todos atuaram como revisores.

Diante de um grande nimero de artigos encontrados na busca inicial e de um corpo
reduzido de revisores, algumas restricoes foram impostas para viabilizar a execucdo do
estudo e manter a carga de trabalho sob controle. As principais restricdes foram a reducao
do nimero minimo de revisores para um por artigo, tanto na triagem quanto na extragao
de informacdes, € a selecdo do inglés como unico idioma para os estudos selecionados.
Estas restricoes classificam este trabalho como uma Revisao Répida [Stevens et al. 2024]

Para reduzir o potencial viés de selecao introduzido pela redu¢dao do ndmero
minimo de revisores, utilizamos estratégias para apoiar a padronizac¢ao de decisdes e a ras-
treabilidade dos resultados [Mantsiou et al. 2023]. Estas estratégias incluiram a defini¢ao
clara de critérios de inclusdo e exclusdo de resumos e a preparacdo dos revisores antes da
triagem, além da escolha do Rayyan como plataforma principal, por possibilitar trabalho
colaborativo, revisdo blindada (na qual os revisores nao tem acesso as decisdes uns dos
outros) e manutengio de histérico das avaliacdes ! [Ouzzani et al. 2016].

3.1. Questoes de Pesquisa

E comum que estudos avaliando modelos de AM se refiram a diversas tendéncias es-
tatisticas como vieses, 0 que pode incluir conceitos como viés de selecdo, viés de oti-
mismo ou viés de scanner em imagem médica. Aqui, focamos nos vieses indeseja-
dos [Cirillo et al. 2020] e restringimos nosso interesse aqueles explicitamente ligados a
predicdes injustas e ao preconceito contra grupos minoritdrios. A detecgdo destes vieses
geralmente envolve atributos demograficos como raga, género ou idade, dentre outros. As
questdes de pesquisa sao:

"https://www.rayyan.ai/



1. Como o viés ou a injustica nas previsdes feitas por modelos de AM para a saide
foram medidos, quantificados ou detectados?

2. Que tipos de viés foram discutidos no contexto de modelos de AM para a saude?

3. Qual é o impacto do viés no poder preditivo dos modelos de AM? Como ele afeta
grupos minoritdrios, introduzindo ou agravando disparidades na satide?

3.2. Estratégia de busca

Consideramos trabalhos que desenvolveram ou validaram modelos de AM para prever
desfechos relacionados a saude e que identificaram, quantitativa ou qualitativamente, o
problema do viés em seus modelos, avaliando seu impacto ou propondo estratégias de
mitigacdo. Definimos palavras-chave de acordo com estas consideracdes e buscamos arti-
gos publicados desde 1 de janeiro de 2020 nas bases de conhecimento Embase?, PubMed?
e DBLP*, sendo esta tltima focada em publica¢des na 4rea de ciéncia da computagio.

Incluimos tanto artigos de periddicos quanto artigos completos em anais de con-
feréncias. Também incluimos a literatura cinza, composta por documentos produzi-
dos por diversos setores com qualidade suficiente para serem mantidos por bibliote-
cas ou repositorios institucionais, mas que nao sao controlados por editoras comerciais
[Schopfel 2011]. Ela € uma fonte importante de evidéncias para revisoes de literatura e
pode ajudar a reduzir o efeito do viés de publicacdo. Buscamos literatura cinza na forma
de preprints indexados na Europe PMC. Além disso, o DBLP indexa artigos na catego-
ria de ciéncia da computagdo no ArXiv, um repositério de preprints de acesso aberto da
Universidade Cornell muito usado na drea. A coleta de artigos foi concluida em 26 de
outubro de 2022. As strings de busca estao disponiveis em repositério publico destinado
a fornecer o material suplementar deste trabalho °.

3.3. Triagem de artigos

ApOs a realizacdo da estratégia de busca, os trabalhos encontrados foram carregados no
Rayyan. Os artigos duplicados foram removidos, e cada participante recebeu um convite
para ingresso na plataforma, estando apto a atuar na revisao apos o registro individual. Os
filtros do Rayyan possibilitaram identificar os artigos ja avaliados ou pendentes.

Inicialmente, a elegibilidade dos trabalhos foi avaliada com base no titulo e no
resumo, com cada artigo sendo revisado por pelo menos um avaliador no modo blind da
plataforma, ou seja, sem que os revisores pudessem ver as decisoes uns dos outros. Apos a
selecdo inicial, uma segunda revisdo foi realizada, com base na secdo de Resultados, com
cada artigo sendo avaliado por apenas um revisor. Nesta etapa, foi necessario desativar o
modo blind, para que o avaliador pudesse filtrar os artigos incluidos na etapa anterior. Os
artigos finalistas foram entao submetidos a leitura integral para confirmacdo. A extragdo
de informacdes foi feita com o auxilio de formuldrio padronizado e planilha eletronica,
complementada pelo uso dos softwares Mendeley® e Notion’ para armazenamento dos
textos completos e organizagdo dos dados, respectivamente.

2https://www.elsevier.com/products/embase

3https://pubmed.ncbi.nlm.nih.gov/

“https://dblp.org/

5Repositério de material suplementar: https://chasquebox.ufrgs.br/public/e7bddé
Shttps://www.mendeley.com/

"https://www.notion.com/



3.3.1. Critérios de inclusao

Incluimos apenas estudos que desenvolveram um modelo preditivo focado em um pro-
blema de tarefa clinica usando um algoritmo de aprendizado de méquina bem especifi-
cado, com relato claro de desempenho preditivo. Nossos critérios de inclusdo sao:

* O artigo especifica claramente o uso de um algoritmo de AM para o desenvolvi-
mento do modelo;

e O artigo aborda um problema de predicao clinica, incluindo, mas ndo se limi-
tando a, predicao do inicio ou estidgio da doenca (diagnéstico), evolugao da doenga
(progndstico) ou resposta ao tratamento (predi¢ao);

* O artigo detecta, discute, avalia ou aborda o problema de viés de predi¢do em
modelos baseados em AM.

3.3.2. Critérios de exclusao

Foram excluidos artigos anteriores a 2020 e que nao pudessem ser recuperados pela tri-
agem de resumo ou texto completo. Também foram excluidos trabalhos que ndo fossem
artigos originais de pesquisa, como resumos, correspondéncias, revisdes ou meta-analises.
Adicionalmente, foram excluidos artigos que nao abordassem tarefas de predi¢do clinica
a nivel de paciente, ndo usassem métodos de AM ou ndo fornecessem resultados claros
do desempenho preditivo obtido, bem como artigos que ndo detectassem, discutissem ou
mitigassem de forma clara a presenca de vieses indesejados.

Por fim, usamos a avaliacdo automatica de artigos disponivel no Rayyan, ex-
cluindo artigos avaliados com valor inferior a 4.5 estrelas. Esta funcionalidade de
predicao de resumos do Rayyan aprende com as decisdes prévias dos revisores. Con-
forme os usudrios rotulam estudos como incluidos ou excluidos, o Rayyan treina um al-
goritmo do tipo Support Vector Machine (SVM) com esses exemplos, gerando um modelo
que prediz a classificacdo de estudos pendentes atribuindo-lhes uma pontuagdo de uma a
cinco estrelas. O sistema atualiza iterativamente o modelo com base em novas decisoes,
aprimorando suas previsoes até que nao haja mais estudos a rotular ou até que o modelo
nao possa mais ser melhorado. Utilizamos a avaliagdo automética apds a triagem manual
de um conjunto inicial de artigos suficiente para treinamento do algoritmo preditor.

3.4. Analise e apresentacao de resultados

A andlise avaliou o perfil dos trabalhos, visando identificar tendéncias gerais e padrdes
relacionados as aplicacdes e metodologias, com auxilio de graficos e tabelas. Para res-
ponder as perguntas de pesquisa, foi necessario focar nos modelos de AM, nas métricas
de desempenho, nas estratégias de justica e explicabilidade e nos vieses detectados.

4. Resultados e Discussao

A aplicacdo da estratégia de busca gerou um conjunto de 4760 artigos, dos quais 390
foram selecionados na primeira fase da triagem, a partir da leitura do titulo e do resumo.
Destes 390, 56 foram selecionados apds a leitura da secao de resultados, seguida pela
leitura completa. Dentre os excluidos nesta etapa, a maior parte ndo abordava vieses
relacionados a predi¢des injustas, conforme mostrado na Tabela 1. Mais de um motivo



de exclusao podia ser atribuido a cada trabalho, de forma que a soma das quantidades de
artigos por motivo de exclusdo € superior ao total de artigos excluidos. A lista completa
de artigos estd disponivel no repositorio de material suplementar, junto com graficos e
informagdes adicionais sobre o estudos selecionados.

Tabela 1. Artigos excluidos na ultima etapa da revisao, por critério de exclusao.

Critério de exclusao Quantidade
Nao hé detecgdo, discussdo ou mitigacao de viés. 221

Escopo incorreto (ndo é modelo clinico). 51
Metodologia incorreta (ndo utiliza modelos de AM). 28

Fora do periodo de publicagdo previsto (anterior a 2020). 24

Tipo de publicagao errado. 14

Texto completo nao disponivel. 7

Relatérios de desempenho preditivo insuficientes. 2

Populagdo errada (ndo conduzido com humanos). 1

Dentre os artigos excluidos por ndo detectar, discutir ou mitigar vieses, os tra-
balhos frequentemente abordavam tendéncias ndo relacionadas de forma direta com a
predi¢do injusta. Alguns exemplos incluem viés de selecdo em estudos clinicos, viés
de otimismo ou vieses relacionados a questdes especificas de imagem médica. Também
houve muitos casos de estudos que usaram AM para quantificar as disparidades de saude,
ou a prevaléncia de questdes de raca/etnia, gé€nero ou idade como preditores, fatores de
risco ou comorbidades de determinadas patologias, mas sem abordar o viés como uma
diferenca de desempenho do modelo entre diferentes populacoes.

Os outros dois motivos mais frequentes de exclusao foram os trabalhos que nao se
enquadravam nos critérios de escopo e metodologia. No caso do escopo, os trabalhos nao
apresentavam tarefas preditivas a nivel de paciente, sendo os trabalhos epidemioldgicos
os mais comuns [Lu et al. 2021]. Com relacdo a metodologia incorreta, os trabalhos ndao
usavam AM, sendo comum o uso de modelos de estatistica cldssica, como a regressao
linear ou a regressdao de Cox para estimativa de sobrevivéncia [Neumann et al. 2022].

Os 56 artigos selecionados formam um grupo bastante diverso e heterogéneo de
aplicacdes e metodologias. O numero de artigos publicado por ano apresentou uma
tendéncia de crescimento expressivo entre 2020 e 2022 (Figura 1(a)), evidenciando a
consolidacdo da darea de pesquisa e o interesse crescente da comunidade cientifica. A
maior parte dos trabalhos abordava somente um problema clinico, mas alguns estudos
abordavam mais de um simultaneamente, totalizando 31 artigos (53%) realizando di-
agnostico, 23 (40%) fazendo prognéstico e 4 (7%) abordando andlises preditivas prin-
cipalmente relacionadas ao tratamento de doengas e seus efeitos.

Para responder as perguntas de pesquisa, comecamos com o tema da primeira
questao: como o viés ou a injusti¢a nas previsoes feitas por modelos de AM para a saude
foram medidos, quantificados ou detectados? A detec¢ao dos vieses pode variar de acordo
com o tipo de método e métrica de avaliacdo utilizado. Como pode ser visto na Figura
1(b), a maior parte dos estudos utilizou métodos de AM tradicional, com uma ampla va-
riedade de objetivos e tipos de dados utilizados. Varios trabalhos utilizaram métodos de
multiplas categorias de aprendizado simultaneamente, de forma que a soma das quantida-
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Figura 1. Numero de artigos por ano de publicacao e categoria de aprendizado

des por categoria supera o total de artigos selecionados. Os algoritmos de AM tradicional
mais usados foram Logistic Regression (18 trabalhos) e Random Forest (13).

Dentre os trabalhos que utilizaram aprendizado profundo, houve uma predo-
minancia de estudos focados em imagem médica, com uma grande parte dos trabalhos
usando dados ndo textuais, como radiografias, eletrocardiogramas, dados de ressonancia
magnética e videos, de forma isolada ou junto a dados textuais ou tabulares contendo
informacao clinica ou demogréfica. Alguns estudos uniram métodos de aprendizado tra-
dicional e profundo para objetivos diversos, em geral usando dados tabulares.

Os métodos de processamento de linguagem natural (PLN) foram usados de forma
isolada ou junto a algoritmos de classificacdo tradicionais. Além disso, 4 estudos utili-
zaram o conceito de aprendizado ensemble. Por fim, o unico estudo usando aprendizado
por refor¢o tinha como objetivo propor um framework de aprendizado profundo no qual
uma funcdo especializada de recompensa foi introduzida para mitigar vieses durante o
treinamento do modelo.

E importante salientar que a selecido de uma pequena quantidade de trabalhos
abordando PLN, aprendizado ensemble ou aprendizado por refor¢co nao significa que nao
existam trabalhos discutindo vieses com estas técnicas. Nossa hipdtese é que nao recupe-
ramos muitos destes trabalhos por ndo haver menc¢ao explicita a eles nos termos de busca
utilizados. Isso representa uma limitacdo de escopo em nosso estudo.

A métrica predominante para avaliacio de desempenho foi a Area Sob a Curva
Caracteristica de Operagao do Receptor (AUROC, Area Under Receiver Operating Cha-
racteristic Curve), utilizada em 43 dos 56 estudos. Precisdo (14 trabalhos), Revocagdo ou
Recall (16), F1-score (10) e Area sob a Curva Precisao-Revocacdao (AUPRC, Area Under
Precision-Recall Curve, 12) também foram utilizadas. Diversas outras métricas aparece-
ram em menor escala; algumas ndo foram usadas para avaliacdo de performance geral,
mas foram relativamente frequentes na comparagdo de desempenho entre subgrupos, fun-
cionando mais como métricas de justica. Alguns exemplos sdo a acuricia balanceada e as
taxas de verdadeiros positivos, verdadeiros negativos, falsos positivos, falsos negativos,
omissao falsa e descoberta falsa, aparecendo de 2 a 10 vezes cada.

Poucas métricas especificas de justica foram mencionadas. Dos 56 trabalhos se-
lecionados, 39 utilizaram somente a comparacao entre grupos, através das métricas de
desempenho, para detectar a presenca de vieses. Dentre os que usaram métricas de



justica, 8 mencionaram a métrica de Igualdade de Oportunidades (Equal Opportunity) e
5 mencionaram Igualdade de Probabilidades (Equalized Odds). Paridade de classificagdao
e Diferenca de Paridade Estatistica apareceram duas vezes cada, e Disparate Impact, Pa-
ridade Demogréfica, Diferenca Média de Probabilidades e Igualdade de Tratamento apa-
receram apenas uma vez cada. O cendrio encontrado é de pouca difusdo das métricas de
justica nos trabalhos que buscam detectar e discutir vieses algoritmicos.

Um dos estudos selecionados explorou a relacao de diversas técnicas de interpre-
tabilidade e explicabilidade com os conceitos e métricas de justi¢a algoritmica, testando
um grande grupo de técnicas e demonstrando que a importancia dos atributos reportada
por elas pode ser usada para quantificar desigualdades nas varidveis preditoras de mortali-
dade, bem como contribuir para diferengas no desempenho do modelo entre grupos mino-
ritarios, de forma que é recomendével considerar interpretabilidade e justica algoritmica
de forma integrada [Meng et al. 2022].

Dentre os demais artigos selecionados nesta revisao, poucos usaram técnicas de
interpretabilidade e explicabilidade. Apenas 4 e 2 trabalhos usaram as técnicas bem esta-
belecidas SHapley Additive exPlanations (SHAP) e Local Interpretable Model-Agnostic
Explanations (LIME), respectivamente. Dentre os trabalhos com imagem médica, 2 utili-
zaram mapas de calor Grad-CAM e 1 utilizou mapas de saliéncia. Sete estudos avaliaram
as importancias de atributos usando func¢des nativas dos classificadores, e apenas 2 pro-
puseram técnicas relacionadas a explicabilidade, sendo uma relacionada ao tratamento
de varidveis de confusdo e outra relacionada a avaliacdo de importancia de atributos em
eletrocardiogramas. O ndmero baixo de artigos utilizando estas técnicas também pode
ter relacdo com a auséncia destas técnicas em nossos termos de busca, o que também
configura uma restricao de escopo.

A integra¢do entre interpretabilidade, explicabilidade e justica ainda precisa ser
bastante explorada, pois € uma ferramenta valiosa para compreensao do aprendizado dos
modelos e discernimento entre correlagdes de importancia clinica e vieses induzidos pelos
dados ou modelos. Ao tornar visivel a 16gica por trds das decisdes dos modelos, a interpre-
tabilidade e a explicabilidade viabilizam ajustes mais precisos nos dados e na modelagem,
enquanto as métricas de justica ajudam a monitorar o impacto dessas intervengdes sobre
diferentes grupos populacionais. Juntas, essas abordagens contribuem para o desenvolvi-
mento de sistemas mais transparentes, justos e clinicamente confidveis.

Os vieses em geral sdo aprendidos pelo modelo através das diferencas entre
padrdes presentes nas varidveis de entrada. Estudos utilizando dados tabulares, muito
comuns em todas as categorias de métodos de AM, podem conter representacdes de di-
versas desigualdades. Determinados grupos raciais ou de género, por exemplo, podem ter
menos acesso a hédbitos saudaveis, consultas médicas, procedimentos € outros recursos
de saide, bem como estar mais frequentemente associados a um determinado seguro de
saude, correlagdes estas que sao exploradas de forma intrinseca pelos modelos de AM.

Nos estudos utilizando imagem médica, essas correlacoes também podem ser ex-
ploradas pelos modelos, que podem associar marcadores de determinados grupos, como a
densidade 6ssea reduzida em pessoas mais velhas ou as diferencas na estatura média entre
homens e mulheres, a determinados desfechos. Nos estudos utilizando PLN, os modelos
podem aprender as representacdes sociais reproduzidas pelos profissionais de satde, que



podem ter condutas diferenciadas entre grupos, fazendo diferentes perguntas, suposi¢oes
e até mesmo usando termos associados a determinadas populagcdes. Além de represen-
tar um risco a populagdes minoritérias, esse tipo de aprendizado pelos modelos de AM
também ¢ feito a partir de associagdes sem relevancia clinica, prejudicando a geracdo de
conhecimento por meio de achados espurios.

Seguimos avaliando o tema da segunda pergunta de pesquisa: Que tipos de viés
foram discutidos no contexto de modelos de aprendizado de maquina para a saide? Como
exibido na Figura 2, os vieses raciais e de género foram os mais frequentes nos estudos se-
lecionados. Os trabalhos abordando este tipo de disparidade em geral utilizam defini¢des
padronizadas a partir da autodeclaracao de raga, etnia ou sexo bioldgico, e frequentemente
encontram diferencas de desempenho entre grupos brancos e ndo-brancos, e entre homens
e mulheres. Os vieses relacionados a faixa etaria também foram bastante presentes, em
geral afetando grupos menos representados nas bases de dados, como idosos ou criancas.
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género etaria atendimento residéncia

Figura 2. Numero de artigos por tipo de viés indesejado avaliado.

Em um nimero menor de casos, também foram detectados vieses relacionados ao
tipo de seguro, local de atendimento ou residéncia ou, ainda, idioma falado pelo paciente.
Todas estas varidveis podem atuar como proxies para grupos desfavorecidos em determi-
nados contextos, em especial o tipo de seguro, que € considerado em véarios estudos como
um indicador de status socioecondmico do paciente.

A ultima pergunta de pesquisa se refere a efeitos praticos: qual é o impacto do viés
no poder preditivo dos modelos de AM? Como ele afeta grupos minoritarios, introduzindo
ou agravando disparidades na saide?

Para avaliar a questdo de forma mais consistente, os artigos foram agrupados em
duas grandes dreas. Uma drea foi a assisténcia a satde, com cerca de 34% dos trabalhos,
trazendo tarefas preditivas relacionadas a assisténcia hospitalar. O prognostico de mortali-
dade foi a mais frequente, junto a outros progndsticos, como admissao, tempo de estadia,
e necessidade de unidade de terapia intensiva ou ventilagdo mecanica. A outra area, com
os 66% restantes, foi composta por trabalhos relacionados a condicdes de saude, com
tarefas preditivas em patologias diversas. Patologias respiratorias, principalmente Covid-
19, foram os casos mais frequentes (Figura 3). Em oito casos, os trabalhos abordavam



ambas as dreas simultaneamente, e foram associados aos dois grupos.
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Figura 3. Numero de artigos por area

Nos modelos aplicados a condicdes de satde, as tarefas preditivas predominantes
estdo relacionadas ao diagndstico e a previsao de evolucdo ou resposta ao tratamento.
Desempenho reduzido para um determinado grupo neste cendrio pode significar maiores
taxas de erro de diagndstico, de estimativas de risco equivocadas € menor eficicia na
prescri¢@o de tratamentos.

Nos modelos aplicados a assisténcia hospitalar, as tarefas preditivas estdo geral-
mente associadas a estimativas de risco, de mortalidade ou outros progndsticos impor-
tantes. Desempenho reduzido para um determinado grupo neste cendrio pode signifi-
car atraso ou falta de suporte adequado e retencdo de recursos em casos potencialmente
criticos, como na necessidade de ventilacdo mecénica ou de admissao na UTI.

Em ambos os casos, o viés algoritmico alimenta ciclos onde o atendimento desi-
gual € reproduzido, e a0 mesmo tempo, gera novos registros que podem ser usados pra
treinamento de sistemas de IA que irdo aprender novamente os padroes discriminatérios,
perpetuando e eventualmente agravando as disparidades na saide. E indispensdvel adicio-
nar etapas de auditoria e mitigac@o de vieses indesejados para a promocao da equidade na
saude, o desenvolvimento de modelos de AM confidveis, e consequentemente, a reducao
da barreira de entrada da IA na drea da sadde.

Nosso trabalho contribui para uma caracterizagdo clara dos vieses em modelos de
AM na éarea da saide, bem como das métricas de justica, interpretabilidade e explicabi-
lidade que podem ser usadas para detectar sua presenca. Ele apresenta duas limitagdes
principais. A primeira refere-se ao fato de cada artigo ter sido avaliado por apenas um
revisor, o que pode introduzir viés de selecdo na triagem e categorizacdo dos estudos.
Para mitigar esse potencial viés, investimos em padronizacgdo e rastreabilidade rigorosas
dos resultados. A segunda limitagdo estd relacionada ao escopo das estratégias de busca,
que, por nao incluirem termos especificos associados a técnicas de explicabilidade e pa-



radigmas especificos de AM, como ensemble, PLN e aprendizado por reforco, podem
ter sub-representado estudos relevantes nessas areas. Ainda assim, os termos utilizados
foram definidos com base em descritores amplamente reconhecidos, visando captar uma
amostra representativa dos estudos relevantes na area.

5. Conclusao

Nossa revisao revelou um crescente interesse cientifico nos vieses algoritmicos em mode-
los de AM para a satide. No entanto, identificamos limitacdes na detec¢do e quantificagao
desses vieses, com a maioria dos estudos focando em métricas padrao de desempenho,
enquanto métricas especificas de justi¢a algoritmica e interpretabilidade foram pouco ex-
ploradas.

Para pesquisas futuras, pretendemos atualizar o conjunto de estudos analisados
para incluir a literatura mais recente, e adicionar informagdes sobre bases de dados, pa-
cotes de software mais utilizados e técnicas de mitigagdo. Também ressaltamos a neces-
sidade de continuar avaliando estudos com diferentes tipos de dados, além dos tabulares,
para uma compreensao mais abrangente do problema. Por fim, salientamos que, além
de mitigar vieses, os modelos de AM podem servir como ferramentas poderosas para
auditar desigualdades nos sistemas de satide e fundamentar politicas publicas voltadas a
promogao da equidade.
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