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Abstract. The use of channel state information (CSI) for human activity recog-
nition holds promise in healthcare, especially for remote patient monitoring. By
capturing and interpreting Wi-Fi signals in indoor environments, CSI can be
used to detect physical activity, falls, or daily movements of a patient, allowing
caregivers and healthcare professionals to monitor patients without the need
for wearable sensors or invasive cameras. CSI also has great potential in el-
derly care. Therefore, this paper proposes a methodology called DvC-CSTI to
identify the floor sweeping activity of a person in a room through the analysis
of CSI data and a dataset used for its evaluation. DVC-CSI uses Transformer
models developed to process time series data featuring a structure that allows
capturing temporal dependencies. DVC-CST is capable of identifying activities
of people who did not participate in the training phase. The accuracy of floor
sweeping activity identification is 88.89% using a CSI dataset of 86 volunteers
(60 participants for training, 17 participants for validation, and 9 participants
for testing).

Resumo. O uso de informacées de estado do canal para reconhecimento de
atividades humanas é promissor na drea da saiide, especialmente para moni-
toramento remoto de pacientes. Ao capturar e interpretar sinais Wi-Fi em am-
bientes internos, o CSI pode ser usado para detectar atividade fisica, quedas
ou movimentos didrios de um paciente, permitindo que cuidadores e profissio-
nais de satide monitorem pacientes sem a necessidade de sensores vestiveis ou
cameras invasivas. O CSI tem grande potencial no atendimento a idosos. Por-
tanto, este artigo propoée uma metodologia chamada DVC—-CSI para identificar
a atividade de varrer de uma pessoa em uma sala por meio da andlise de dados
CS1 e um conjunto de dados usado para sua avaliacdo. O DVC-CST usa modelos
Transformer desenvolvidos para processar dados de séries temporais com uma
estrutura que permite capturar dependéncias temporais. O DVC—-CSI é capaz de
identificar a atividade de pessoas que ndo participaram da fase de treinamento
do modelo. A acurdcia da identificacdo da atividade de varrer dentro de um



conjunto de dados de 17 atividades é de 88,89% usando um conjunto de dados
CS1 de 86 voluntdrios (60 participantes para treinamento, 17 participantes para
validagdo e 9 participantes para teste).

1. Introducao

No contexto de aplicacdoes em saude, o CSI (Channel State Information) € um con-
junto de dados que descreve como os sinais Wi-Fi se propagam dentro de um
ambiente [Soto et al. 2022, Caballero et al. 2023]. O CSI captura informagdes de-
talhadas sobre a amplitude e a fase dos sinais Wi-Fi em vérias subportadoras de
frequéncia [Caballero et al. 2023]. Quando uma pessoa se move dentro de um espaco, ela
causa mudancas sutis nos sinais Wi-Fi devido ao efeito Doppler e a atenuagao do sinal.
Analisando os padrdes no CSI, é possivel detectar essas variagdes, permitindo o monito-
ramento de movimentos corporais € atividades fisicas sem a necessidade de dispositivos
vestiveis ou cameras.

Sendo assim, € possivel monitorar a atividade fisica para avaliar o nivel de in-
dependéncia de um idoso ou paciente, identificando atividades como caminhar, cor-
rer, sentar, deitar ou até mesmo tarefas domésticas, como varrer o chdo. Esse método
ndo € intrusivo e preserva a privacidade, pois usa apenas mudancas nos sinais Wi-Fi,
sem recorrer a gravacdao de video ou dudio. Em sistemas de monitoramento de ido-
sos, detectar atividades como varrer o chao pode ajudar a garantir que a pessoa esta
ativa e realizando tarefas domésticas com seguranca, além de avaliar o seu grau de in-
dependéncia, visto que essa é uma atividade que demanda tempo e esforco. Em mo-
nitoramento remoto de pacientes, essa deteccdo pode ajudar a acompanhar o nivel de
autonomia de um idoso, verificando se ele consegue realizar atividades didrias como
varrer o chdo. Em casas inteligentes, saber que alguém esta varrendo o chdo pode ati-
var funcionalidades automdticas, como pausar robos aspiradores ou ajustar a iluminagao.
Em ambientes publicos ou comerciais, isso pode ajudar a analisar padrdoes de compor-
tamento para fins de seguranga ou otimizagdo de espago (por exemplo, verificando se
funciondrios estdao realizando tarefas de limpeza em horarios programados). Assisten-
tes pessoais e dispositivos 1oT podem adaptar suas interacdes com base nas atividades
identificadas, como ajustar o volume de notificacdes quando a pessoa estd ocupada var-
rendo [Santos et al. 2020, de Almeida et al. 2023, dos Santos et al. 2022].

Detectar a atividade de varrer o chdo usando dados CSI e aprendizado de
maquina apresenta varios desafios. Varrer envolve movimentos repetitivos, geral-
mente sutis, de bracos e tronco que podem ser dificeis de distinguir de outras ativida-
des [Caballero et al. 2023], tornando a distin¢cdo de caracteristicas tnicas dos dados CSI
um desafio. Em conjuntos de dados de reconhecimento de atividade, a baixa frequéncia
dessa atividade em compara¢ao com atividades como andar ou sentar pode levar ao de-
sequilibrio de classes, o que pode enviesar o0 modelo para atividades mais comuns, redu-
zindo a precisao da detec¢do para varredura [Santos et al. 2020]. Além disso, as pessoas
tém diferentes estilos de varredura, velocidades e maos dominantes. Um modelo trei-
nado em um grupo de usudrios pode nao generalizar bem para outros, sem diversidade
suficiente nos dados de treinamento.

Este artigo propde uma metodologia baseada em Transformer [Rothman 2021]
para reconhecimento da atividade humana de varrer o chdo utilizando dados de



informacao do estado do canal (CSI - Channel State Information) em redes Wi-Fi, cha-
mada DVC-CSI- Detecgcdo de Varrer o Chdo usando CSI. No cendrio experimental, foram
realizadas coletas de dados CSI de 86 voluntérios (60 participantes para treinamento, 17
participantes para validagdo e 9 participantes para teste) realizando diversas atividades em
uma sala, incluindo a atividade de varrer e os dados CSI da sala vazia. O Dvc-Cs1I foi
treinado, validado e testado utilizando dados CSI de voluntarios varrendo de diferentes
formas, de diferentes géneros, idades e caracteristicas fisicas, coletados em um ambiente
controlado [Galdino et al. 2023], produzindo resultados muito promissores em um con-
junto de dados com ampla variedade. A acuricia da identificacdo da atividade de varrer
dentro de um conjunto de dados de 17 atividades é de 88,89%. O conjunto de dados co-
letado inclui 17 posturas e atividades didrias diferentes. O modelo Transformer binério
desenvolvido € capaz de identificar se a pessoa estd varrendo ou nao, dentre todas as ou-
tras atividades como correr, sentar, deitar, etc. O modelo Transformer desenvolvido €
robusto o suficiente para extrair caracteristicas unicas e reconhecer quando a pessoa esta
varrendo o chdo. O modelo analisa o sinal Wi-Fi transmitido por pontos de acesso sem fio
de prateleira, frequentemente presentes em ambientes indoor, onde as atividades didrias
do individuo e seus movimentos resultam em alteracdes no sinal coletado. Por meio da
captura e interpretacao dessas alteracdes nos dados CSI, o DvVC-CS1I é capaz de detectar
a atividade fisica.

O pvc-cs1I utiliza um modelo Transformer [Rothman 2021] desenvolvido para
processar séries temporais, com codificacdo posicional, aten¢cado multi-cabeca e uma ca-
mada totalmente conectada, proporcionando aprendizado sofisticado de relacdes tempo-
rais e gerando previsdes refinadas com base nos padrdes encontrados na sequéncia de
entrada. Diferentemente de outros modelos baseados em aprendizado de maquina na lite-
ratura, 0 DVC—-CSTI possui um modelo capaz de identificar a atividade de pessoas que nao
participaram da fase de treinamento.

O restante do artigo estd organizado da seguinte maneira. A Secao 2 descreve tra-
balhos relacionados, enquanto a Secdo 3 apresenta a metodologia proposta. A descrigdo
dos experimentos, resultados e discussdes € fornecida na Secdo 4. Finalmente, as con-
clusodes e sugestdes para trabalhos futuros sao apresentadas na Secao 5.

2. Trabalhos Relacionados

O monitoramento de pessoas portadoras de deficiéncias durante atividades domésticas
basicas, como dormir e sentar, ganhou interesse no desenvolvimento de tecnologias de
inteligéncia ambiental [Wang et al. 2017]. O reconhecimento de atividade humana pode
ser realizado usando sistemas baseados em visdo computacional, sensores vestiveis e/ou
sinais de radiofrequéncia [Santos et al. 2020, de Almeida et al. 2023]. No entanto, os sis-
temas baseados em visdo computacional exigem uma linha de visdo direta e levantam
preocupacdes de privacidade, enquanto os sensores vestiveis podem ser desconfortdveis
para idosos [Galdino et al. 2023, dos Santos et al. 2024].

Caballero et al. (2023) propuseram um sistema baseado em CSI para identificar
a atividade de varrer o chdo. O estudo analisa um grande volume de dados e compara
cinco algoritmos de aprendizado de méquina para avaliar o desempenho no reconheci-
mento de atividade humana. Uma classificacdo multiclasse foi realizada para identifi-
car seis diferentes atividades humanas: ficar em pé€, sentar, deitar, andar, correr e varrer.



Seus resultados mostram que o algoritmo Random Forest obteve o maior desempenho de
classificacdo, atingindo uma acurécia geral de 86,65% e uma precisdo variando de 85,68%
a 88,35% em todas as classes. Dentre estas, as classes correr € varrer obtiveram a melhor
precisao, com 87,45% e 88,35%, respectivamente. No entanto, um modelo RF deve ser
treinado individualmente para cada pessoa para detectar sua posi¢ao. Portanto, o modelo
proposto é especifico de cada individuo, diferindo da solugdo proposta deste trabalho.

Galdino et al. (2023) descrevem a estrutura geral da deteccao de presenca humana
baseada em Wi-Fi e apresentam as ferramentas de processamento de sinal usadas para
avaliar o desempenho do sistema. O desempenho do conjunto de dados apresentado na
deteccao de presenca humana para exemplificar sua aplicabilidade. O trabalho fornece um
conjunto de dados especifico para o desenvolvimento de novas aplicacdes de CSI, além
de uma descri¢do detalhada do experimento, equipamentos e protocolos. O conjunto de
dados CSI inclui coletas da atividade de varrer o chdo, mas nao foi utilizado no modelo
proposto no artigo para deteccao de presenga humana.

Figura 1. Gesto de varrer conforme Zheng et al. [Zheng et al. 2019].

Os trabalhos de Isack Bulugu (2023) e Zheng et al. (2019) propdem um método
de reconhecimento de gestos. Os métodos propostos sao capazes de analisar os dados CSI
para identificar o movimento da mao e do brago conforme a Figura 1. Esse movimento
foi caracterizado como o movimento de varrer. Embora os trabalhos de Isack Bulugu
(2023) e Zheng et al. (2019) possam identificar esse gesto de varrer, nem todas as pes-
soas varrem o chdo dessa maneira. Assim, os métodos ndo foram avaliados em situacoes
reais de uma pessoa varrendo o chdo de diferentes formas e se movimentando pelo am-
biente. Além disso, os trabalhos nao levam em consideragao a movimentagao do corpo,
mas apenas das maos, limitando o reconhecimento da atividade de varrer em situacoes
reais. O trabalho de Isack Bulugu (2023) propde um método de reconhecimento de ges-
tos entre dominios usando redes neurais convolucionais 3D (3DCNN). O reconhecimento
de gestos é amplamente usado na interacdo humano-computador, incluindo casas inteli-
gentes e realidade virtual, mas métodos tradicionais que dependem de cameras, sensores
vestiveis ou equipamentos especializados enfrentam limitagdes, como preocupacdes com
privacidade e alcance de detec¢do restrito. Os resultados do artigo mostram que no re-
conhecimento de cenas conhecidas, a taxa de reconhecimento de varrer é 85% e que no
reconhecimento de cenas desconhecidas, a taxa de reconhecimento de varrer € 86%.

Zheng et al. (2019) propuseram um sistema de reconhecimento de gestos baseado
em Wi-Fi projetado para atingir alta acuricia, que introduz um novo recurso independente
de dominio chamado perfil de velocidade de coordenada corporal (BVP) para capturar
padroes de movimento humano em presenca de um nivel de sinal baixo. A principal
contribui¢ao do Widar3.0 € estimar perfis de velocidade de gestos no nivel de sinal mais
baixo, que representam caracteristicas cinéticas tnicas de gestos e sdo independentes de
dominios. Contudo, o modelo funciona apenas em linha de visada direta. O sistema de-
pende da existéncia de caminhos de propagacao indo diretamente do transmissor Wi-Fi



para o humano e do humano para os receptores Wi-Fi, ou seja, o LOS (Line of Sight)
entre dispositivos Wi-Fi e humanos. Isso ocorre porque o sistema requer que os caminhos
LOS estabelecam geometricamente a relagcdo entre a propagagdo do sinal e a velocidade
de movimento dos refletores. Embora a condicdao LOS seja comum ao realizar a interagao
com dispositivos inteligentes em casas inteligentes, o sistema nao funcionara quando o
LOS nao for garantido em alguns outros cendrios. Para obter um Espectro Doppler dis-
tinto para estimativa de BVP, o sistema requer que os usudrios fiquem dentro de uma
zona predefinida com alguma flexibilidade em locais e orientacdes. Embora o sistema
tenha potencial para aplicacdes mais especificas, ainda existe uma lacuna entre o cendrio
avaliacdo proposto e a aplicabilidade no mundo real.

Xiao et al.  (2019) propuseram uma rede generativa adversarial semi-
supervisionada (GAN) para o reconhecimento de atividades baseado em dados CSI. Eles
desenvolveram um modelo para abordar a degradacdo do desempenho da validagdo leave-
one-subject-out para o reconhecimento de atividades baseado em CSI. Os autores avalia-
ram eficicia do CsiGAN em dois conjuntos de dados em cendrios semi-supervisionados
e supervisionados. Trés componentes sdo propostos e integrados ao CsiGAN para lidar
com a escassez de dados ndo rotulados e aprimorar o desempenho de reconhecimento de
atividades humanas. Para dados SignFi, a acurdcia da CNN € de 77%, o que é quase
o mesmo que o resultado da validacdo leave-one-subject-out usando CNN, enquanto a
acuracia do CsiGAN atinge mais de 84%, o que € cerca de 9% maior do que a da CNN.
Da mesma forma, para dados FallDeFi, a precisdo do CsiGAN, 86%, também € signifi-
cativamente maior do que a do SVM, 80%. Entretanto, dados de apenas trés voluntarios
foram utilizados para treinar o modelo e, ainda, foi utilizado um conjunto limitado de
atividades, resultando em baixa precisao.

A Tabela 1 apresenta uma comparagc@o do DVC-CSI com outros estudos que em-
pregam técnicas de aprendizado de maquina para monitorar atividades humanas por meio
de dados CSI. O DvC-CsSI se destaca por ter envolvido um niimero significativamente
maior de participantes (86), em contraste com a maioria dos estudos comparados. Esse
fator € crucial, pois uma maior diversidade na amostragem de dados contribui para a ro-
bustez e generalizacao do modelo. A proposta se diferencia pela abrangéncia e variedade
das atividades monitoradas. Enquanto os estudos comparados geralmente incluem entre 5
e 6 atividades, o DVC-CS1I cobre 17 atividades distintas, além de considerar uma condi¢ao
de ambiente vazio, sendo capaz de distinguir a atividade de varrer o chdo dentre todas as
outras atividades. Essa diversidade permite ao modelo discriminar dentro de uma ampla
gama de comportamentos e situagdes. Os estudos relacionados empregam uma variedade
de métodos de aprendizado de maquina. A proposta deste artigo utiliza modelo Transfor-
mer, reconhecido por sua eficicia no aprendizado de padrdes temporais complexos. Essa
caracteristica pode ser particularmente vantajosa para capturar as sutilezas das atividades
humanas, em comparacdo com métodos tradicionais como GAN e Random Forest, utili-
zados em trabalhos anteriores. O DVC—-CST € Unico por utilizar exclusivamente dados CSI
de coletas reais, ou seja, ndo sdo dados gerados por 1A, independentemente das carac-
teristicas individuais dos participantes varrendo o chdo. Essa abordagem apresenta van-
tagens significativas para aplicagdes praticas, eliminando a necessidade de calibragdo do
modelo para cada usudrio e, consequentemente, ampliando sua aplicabilidade em cendrios
reais. O DVC-CSI alcanca uma acuricia de 88,89%, demonstrando competitividade em
relacio a outros métodos. E importante destacar que essa elevada acurécia foi obtida sem



a utilizac@o de dados personalizados para cada individuo. Essa caracteristica, combinada
com a alta precisao, evidencia a eficiéncia e adaptabilidade do modelo proposto. Ademais,
diferentemente de outros trabalhos correlatos, o DVC-CSTI € capaz de detectar a atividade
da pessoa em tempo real, demandando aproximadamente 0.56s de processamento.

Tabela 1. Tabela comparativa de trabalhos relacionados.

Dados reais coletados
em tempo real com detecgdo
independente da pessoa
enquanto varre e se move

Ref. Partic. Atividades Método ML Resultado

Cair, andar, pular,
[Xiao et al. 2019] 3 abrir portas, levantar GAN Nio
maos, sentar
Empurrar, puxar,
[Bulugu 2023] 16 varrer, bater palmas, 3DCNN Nio
deslizar, desenhar circulos
Empurrar, puxar,
[Zheng et al. 2019] 16 varrer, bater palmas, BVP Nao
deslizar, desenhar circulos
Sentado, em pé,
[Caballero et al. 2023] 125 deitado, caminhando, Random Forest Nao

correndo, varrendo
17 posturas d1§t1ntas Transformer Sim 88, 89% precisio
e sala vazia para varrer

86.27% acuracia
(ndo inclui varrer)

86% reconhecimento
de varrer

80% acurécia
de varrer

88,35% precisao
para varrer

DVC-CSI 86

3. Metodologia

O pvc-csI! implementa uma sequéncia de testes com base em diferentes hiper-
parametros. Cada combinagdo € avaliada no conjunto de valida¢do de acordo com as
métricas de precisdo, recall, acurdcia e Fl-score e o modelo final é avaliado no con-
junto de dados de teste. DVC—-CSTI explora a otimiza¢do de um modelo Transformer para
classificacdo bindria de séries temporais de dados CSI, avaliando diferentes combinacdes
de hiperparametros. O objetivo € identificar as configuracdes que maximizam o desem-
penho em termos de precisao, recall e F1. O modelo permite explorar como o nimero
varidvel de cabecas, nimero de camadas, taxa de aprendizado, nimero de épocas e tama-
nho do lote afetam as métricas de desempenho. Apds isso, o DVC-CSTI pode identificar a
atividade humana de varrer em ambientes internos, analisando dados CSI mesmo de uma
pessoa nunca vista pelo modelo durante o treino. As seguintes combinagdes de hiper-
parametros foram testadas: nimero de cabecas: [3,4, 5,6, 7,8, 9, 10, 11, 12, 13, 14, 15,
16], nimero de camadas: [2, 3,4, 5, 6,7, 8,9, 10, 11, 12], taxa de aprendizagem (Ir):
[0,00001, 0,0001, 0,001, 0,01], nimero de épocas: [20, 40, 60, 100], tamanho do lote:
(4, 8, 12, 16, 20, 24]. A Tabela 2 mostra as combinagdes de hiperparametros do modelo
final.

Tabela 2. As combinacoes de parametros do modelo final.

Modelo Heads | Camadas | L. Rate Epocas Batch Size
Reconhecer Varrendo | 6 4 0.0001 | 40 20

O pvc-csI envolve o desenvolvimento de um modelo de classificacdo bindrio,
cujo fluxo geral de processamento € ilustrado na Figura 2. O bloco ‘Coleta de dados CSI’

'0s detalhes de implementacdo, os cédigos e arquivos estdo disponiveis no GitHub:
https://github.com/mestrelan/gloss-blue.



ilustra o processo de coleta e processamento dos dados CSI. O bloco ‘Estrutura do mo-
delo Transformer’ ilustra o modelo com sua codificacao posicional, camadas do Encoder,
agregacao temporal e a camada totalmente conectada. O bloco ‘Fluxo de treinamento e
valiacdo’ ilustra a inicializa¢do do treinamento, o treinamento e a validacdo do modelo.
O bloco ‘Teste’ ilustra a avaliacdo final do modelo no conjunto de dados de teste.

Estrutura do modelo Transformer
Codificagao Posicional
Coleta de dados . - . Camadas do ~eracs ,
CSI CO(.il~ﬁCa§aO posxcpnal _ | F>{codificador do —>| /t;c”;fé:,;f:lo (Tmat(la
Adl.g:%o da  codificagao Transformer I densa
posicional
Fluxo de treinamento e avaliagiao
Inicializa¢@o do treinamento Treinamento
Definigdo de hiperparametros e Loop de épocas
dispositivos Loop de lote
Cria¢ao do modelo Transformer —>| Calculo de erro e atualizagio do
Definigdo de fungdo de perda e modelo Teste
otimizador Validagio por época
Data loading Registro de métricas Avaliacdo em modo de teste
» | Loop de lote de teste
? l Métricas de avalia¢do
Validagao Saida: perda média e métricas de

Avaliagdo em modo de validagio desempenho

Loop de lote de validagao

Célculo de acurécia

Saida: perda média e acuracia de validagao

Figura 2. Diagrama de blocos do DVC-CST.

Dados de 86 participantes, incluindo homens e mulheres, foram utilizados nos
experimentos realizados. Desses, 60 participantes (75%) foram utilizados para treina-
mento do modelo, 17 participantes (15%) para validacdo e 9 participantes (10%) para
teste. Os dados foram coletados usando um Raspberry Pi B4 equipado com um chip-
set bcm43455c0. Os dispositivos utilizados nos experimentos foram posicionados a
aproximadamente um metro dos participantes. Além disso, os participantes ndo tiveram
restricdes quanto ao uso de roupas ou dispositivos eletronicos, e 0 ambiente experimental
foi projetado para simular um ambiente doméstico.

3.1. Base de Dados

Os dados CSI?> usados nesta pesquisa foram cedidos pelos autores do trabalho
[Galdino et al. 2023]. Foram coletados de uma rede Wi-Fi operando a 5 GHz com uma
largura de banda de 80 MHz. Para garantir a qualidade ideal dos dados, foi realizada
uma configura¢do meticulosa da montagem experimental, incluindo anélise espectral para
identificar um canal desocupado dentro da banda ISM de 5 GHz. Os dados foram coleta-
dos usando um Raspberry Pi equipado com NEXMON [Galdino et al. 2023] capturando
33 — 34 amostras por segundo durante 60 segundos, resultando em 2000 amostras em cada
uma das 256 subportadoras. O conjunto de dados abrange 17 posturas distintas mais uma
colecdo de sala vazia, abrangendo uma gama mais ampla de comportamentos humanos
em comparagdo com estudos anteriores.

2Projeto aprovado pelo Comité de Etica sob nimero CAAE 54359221.4.0000.5243.



3.2. Processamento de dados CSI

A andlise apresentada por Sousa ef al. [de Sousa et al. 2024] mostrou que as subportado-
ras abaixo do indice 60 exibiram amplitudes significativamente maiores do que aquelas
acima. Portanto, foram utilizadas as primeiras 60 subportadoras, resultando em uma ma-
triz complexa de dimensdes 2000 x 60 para cada uma das coletas das 17 posi¢Oes de
cada participante. Em seguida, foram removidos os dados de 12 subportadoras nulas e
piloto dentre as 60, que ndo carregam dados significativos, resultando em 48 subportado-
ras. Dessa forma, a matriz complexa de dados final utilizada foi de dimensdes 2000 x 48.
Posteriormente, foram calculadas as amplitudes dos sinais coletados em cada uma das
subportadoras. Esse célculo foi realizado considerando os componentes dos nimeros
complexos obtidos a partir dos sinais coletados. Como um numero complexo € definido
por suas partes real e imagindria (amlitude e fase), foi determinada a amplitude com base
no médulo do nimero complexo. Assim, foram obtidas amplitudes para todas as 2000
amostras ao longo das 48 subportadoras resultantes para cada coleta de dados. Assim, os
dados CSI sao processados em uma série temporal de um minuto de duragdo (tempo de
execucao de uma atividade do conjunto de dados), que serd usada como entrada para o
modelo Transformer.

3.3. Geracao & Treinamento do Modelo

Foi desenvolvido um modelo independente que recebe como entrada os dados CSI cole-
tados e processados anteriormente para detectar e classificar a atividade humana de varrer
em um ambiente indoor. O modelo gerado utiliza todas as atividades do conjunto de
dados e compara com a atividade especifica de varrer para concluir se a pessoa estd var-
rendo ou ndo. Esse modelo realiza uma classificagdo bindria, produzindo apenas dois
resultados possiveis. Foi empregado o algoritmo Transformer com vérias configuragdes
de hiperparametros para o modelo proposto. A especificacdo de hiperparametros e dis-
positivos € essencial para a proposta do modelo. Como mencionado anteriormente, tais
hiperparametros incluem o nimero de cabecas, camadas e taxa de aprendizado, junta-
mente com a escolha de CPU ou GPU, conforme apresentado na Tabela 2. O modelo
Transformer € instanciado e colocado no dispositivo designado.
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Figura 3. Camadas do encoder transformer.

A Figura 3 apresenta as camadas do Encoder: Os dados entram com o formato
[batch_size, seq_len, num_channels], onde: batch_size = Nimero de amostras processa-
das simultaneamente (20). seq_len = Numero de amostras no tempo (2000 amostras).
num_channels = Nimero de varidveis medidas em cada instante (48 subportadoras).

Passagem pelos num_layers Blocos do Encoder: O encoder consiste em varias
camadas idénticas empilhadas (conforme num_layers), onde cada camada aplica os se-
guintes passos: Mecanismo de Autoatencdo Multi-cabecas (Multi-Head Self Atten-
tion) [Rothman 2021]: Permite que o modelo aprenda relacdes entre diferentes instan-
tes da sequéncia. Cada cabeca de aten¢do (definido por num_heads) processa uma parte
diferente da informacao.



Ainda na Figura 3, o bloco ‘Multi-head attention’ realiza o calculo dos Tenso-
res Q, K e V: Q (Query) que representa os elementos consultando outros instantes da
sequéncia. K (Key): representa os elementos que podem fornecer informacoes relevan-
tes. V (Value): Contém os valores reais das caracteristicas a serem processadas.

Célculo da Atencao, conforme a Equacdo 1: A similaridade entre Q e K é calcu-
lada para identificar quais instantes no tempo sdo mais relevantes para cada outro instante.
A saida € uma combinagdo ponderada de V, onde instantes mais importantes recebem pe-
sos maiores. /d; € a dimensao das chaves. Cada cabeca de atencdo (head) € calculada
usando a féormula de Atencdo Escalonada [Rothman 2021] e depois concatenada e trans-
formada por um peso(1W©).

Attention(Q, K, V') = softmax (Q—KT) Vv (1)
o Vi

Resumindo as etapas do processo, a entrada dos dados com codificagdo posicional,
seguida por Autoatencdo multi-cabecgas para encontrar dependéncias temporais, entao,
Normalizacdo e conexdes residuais para estabilizacdo, para entdo a Rede Feed-Forward
para capturar padrdoes mais complexos, mais normaliza¢do e conexdo residual e repeti¢cao
do processo num_layers vezes. Essa estrutura permite que o Transformer aprenda padroes
globais e locais em séries temporais, sem a limitacdo da recorréncia (como em RNNs)
com a saida refinada com relagdes temporais destacadas [Rothman 2021].

3.4. Validacao & teste dos modelos

O conjunto de dados foi dividido em conjuntos de treinamento 75%, utilizado na Sec¢do
3.3, validagdo, 15%, e teste, 10%. O modelo itera sobre lotes de validagcdo, proces-
sando dados de entrada e rétulos de verdade fundamental, e acumula métricas de perda
e acuracia. O teste avalia o desempenho do modelo treinado em dados nunca vistos com
a configuracdo dos hiperparametros do modelo que alcancou a maior acuricia € a menor
perda na etapa de validacdo. Aqui, calculam-se véarias métricas, incluindo perda, acurécia,
recall, precisao, F1-score e uma matriz de confusao.

4. Resultados e Discussao

A Figura 4 reflete um conjunto de teste balanceado, composto por 9 voluntérios conside-
rando atividades de varrer e outras atividades. Portanto a base de testes tem 18 instancias.
Devido ao equilibrio dos dados, a tarefa de detec¢do de varrer apresenta matriz de con-
fusdo com 9 casos de teste, representando um teste por voluntdrio. Isso ocorre porque
cada voluntédrio contribui com uma amostra especifica para essas atividades, refletindo
um equilibrio controlado entre as classes.

A Tabela 3 apresenta os resultados gerais obtidos na identificagdo da atividade de
varrer dos voluntdrios da base de teste.

Tabela 3. Resultados gerais dos testes.

‘ Modelo ‘ Voluntarios ‘ Acuracia ‘ Precisio ‘ Recall ‘ F1-Score ‘ Test Loss ‘
| Reconhecer Varrendo | 86 | 88.89% | 88.89% [ 88.89% | 88.89 | 0.38589 |
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Figura 4. Matriz de confusao.

A sensibilidade, ou recall, que mede a taxa de verdadeiros positivos, foi de
88.89%, com um F1-Score correspondente de 88.89. Esses resultados indicam que o
modelo € capaz de detectar com precisdo a atividade de varrer em um ambiente fechado.
Essa tecnologia tem o potencial de ser aplicada a uma variedade de aplica¢des cotidianas
nao criticas.

As colunas Heads e Layers na Tabela 3 especificam o nimero de cabecas de
atencao e camadas do modelo Transformer para cada tarefa. Em geral, tarefas mais com-
plexas utilizam mais cabecas (6) e camadas intermedidrias (4), indicando a necessidade
de maior capacidade de atencdo para capturar nuances nas posturas. A taxa de aprendi-
zado € ajustada para cada tarefa. Tarefas mais dificeis possuem uma taxa de aprendizado
mais baixa, o que permite que o modelo se ajuste gradualmente e evite o overfitting. Para
tarefas mais simples uma taxa mais alta é suficiente. Tarefas mais complexas exigem
mais épocas para alcangar bons resultados, permitindo que o modelo aprenda padrdes su-
tis. Os tamanhos dos lotes (batch size) sdo ajustados. Atividades mais simples, utilizam
um lote maior, enquanto atividades mais complexas exigem lotes menores para otimizar
a capacidade de aprendizado e o uso da memoria.

A Figura 5 apresenta as perdas de treinamento ao longo das épocas. A perda
¢ uma métrica utilizada para avaliar o desempenho do modelo durante o treinamento,
sendo valores menores indicativos de melhor desempenho. O valor inicial da perda de
treinamento, aproximadamente 0, 8288, diminui para aproximadamente 0, 6442. Isso é
um bom sinal, pois indica que o modelo esta aprendendo e melhorando ao longo do tempo.
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Figura 5. Perdas de treinamento para diferentes categorias do DVC—-CSI.

Os valores de Perda de Teste variam significativamente entre as atividades, com



a deteccdo de movimento apresentando a menor perda e a detec¢do de sentado/deitado
a maior. Isso sugere que o modelo € mais eficiente em atividades mais simples ou com
padrdes claros, enquanto tarefas com maior variabilidade ou maior complexidade postu-
ral, como sentado/deitado e caminhar/correr, exigem ajustes para reduzir a Perda de Teste
e aumentar a generalizacao.

5. Conclusoes

As caracteristicas do sinal Wi-Fi podem ser afetadas pelo ambiente, com suas carac-
teristicas de sinal influenciadas por vérios fatores ambientais, incluindo presenga e movi-
mento humanos. Essas variagdes podem ser detectadas em dados de CSI, que fornecem
detalhes da camada fisica (PHY), como amplitude e fase. Este artigo propds o DVC-CSI
para identificar a atividade de uma pessoa de varrer em um codmodo através da andlise
de dados CSI. Considerando um conjunto de dados de 86 voluntarios utilizados para sua
avaliacdo, foi atingida uma acuracia de 88.89% para identificar a atividade em um con-
junto de dados treinado com diferentes pessoas. A detec¢ao de movimento apresentou um
aprendizado ripido e estavel, atingindo valores desejaveis de perda e acurdcia mesmo sem
a necessidade de muitas épocas de treinamento. A proposta do DVC-CST se destaca pelo
numero de participantes envolvidos nos experimentos, pela variedade de atividades mo-
nitoradas, pelo uso de modelos Transformer e pela sua independéncia do usudrio. Essas
qualidades tornam o DVC-CSI mais robusto e adequado para aplicacdes em cendrios reais
de monitoramento de atividade humana. Esses resultados sdo promissores e espera-se que
sejam usados para monitorar idosos em suas atividades didrias. Essa abordagem inova-
dora possibilita a reaproveitacdo da infraestrutura ji existente, o que gera uma redugdo
de custos em relacdo ao emprego de dispositivos especificos. Além disso, o DVC-CST
proporciona um monitoramento de dados CSI ndo invasivo e confortavel, eliminando a
necessidade de contato fisico ou do uso de dispositivos conectados ao corpo.

Como trabalhos futuros, pretende-se aprimorar o desempenho do DVC-CSI em
tarefas desafiadoras (caminhar/correr e sentar/deitar) refinando o pré-processamento de
dados e explorando modelos hibridos que combinam Transformers com outras aborda-
gens de aprendizado. Andlise do desempenho do modelo em ambientes com niveis va-
riados de interferéncia (por exemplo, varios dispositivos Wi-Fi ou paredes), o que pode
afetar a confiabilidade do modelo em situacdes cotidianas. Sendo assim, avaliar possiveis
estratégias de mitigacdo da interferéncia.
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