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Abstract. In scenarios involving musical data, there are
usually high-dimensional data and different modalities,
such as audio and text, that cost more in machine learning
tasks. Instance selection is a promising approach as pre-
processing step to reduce these challenges. With the intent
to explore the multimodality in music information, we in-
troduce musical data instance selection into heterogeneous
network models. We propose and evaluate ten different het-
erogeneous networks to identify more representative rela-
tionships with various musical features related, including
songs, artists, genres, and melspectrogram. The results ob-
tained allow us to define which network structure is more
appropriate considering the volume of available data and
the type of information that the features have. Finally, we
analyze the relevance of the musical features, and the rela-
tionship does not contribute for instance selection.

1. Introduction

Data mining and machine learning methods for large vol-
umes of data require expensive computational resources.
Moreover, there are usually high-dimensional data and dif-
ferent modalities in scenarios involving musical data, such
as audio and text. Instance selection is a promising ap-
proach to dealing with these challenges. Such methods
aim to select a representative subset S from the complete
dataset T, in which the performance function P of a ma-
chine learning method M is not significantly reduced, i.e.,
P(M,S) ~ P(M,T). Although instance selection has
been a research topic investigated for decades in the field
of data mining and machine learning, most existing meth-
ods focus on unimodal scenarios, such as low-level char-
acteristics of music audio signals.

Musical data can be represented by different data
modalities such as lyrics, tags, and features extracted di-
rectly from audio content [1, 2]. Audio data is widely ex-
plored to extract features in different levels that represent
the music in a vector space and provide input data for ma-
chine learning methods. For example, melspectrogram is
used in genre classification [3, 4], and chromagram in the
cover identification problem [5, 6]. More recently, deep
learning methods have been used to learn representations
of music from raw audio data, both for genre classification
and instrument detection tasks [7, 8].

Multimodality in music information has been ex-
plored as complementary ways to build representations
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Figure 1: Possible relationships between artists,
genres, and songs related to a song.

that have more discriminatory power [9, 10]. Explor-
ing musical multimodality is a perceptive activity inher-
ent to humans, so we can easily perceive relationships
between different genres, similar artists, or songs that
seem to belong to one artist. In general, these relation-
ships are features that can be represented as metadata and
are being highlighted as complementary musical informa-
tion [11, 12].

A promising strategy to abstract and map these
relationships is to build a model based on a heterogeneous
network architecture for different modalities. Heteroge-
neous networks can relate the modalities following a spe-
cific similarity criterion that allows us to make associations
between songs through its metadata, such as related genres,
songs, and artists. Following this idea, we hypothesize that
if we can build a model on the relationships between musi-
cal features, as illustrated in Figure 1, we can also use them
to identify the most representative songs and use them as
input for machine learning tasks.

In this paper, we introduce musical data instance
selection from heterogeneous network models. We present
a study on ten different heterogeneous networks to identify
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more representative relationships from various modalities
of the musical data. We evaluate the instance selection for
musical genre classification, in which we aim to obtain a
reduced subset to train a classification model. Our main
contributions are threefold:

* We propose and evaluate heterogeneous networks
with the most usual relationships in musical
datasets, including songs, artists, genres, and mel-
spectrogram features extracted from the audio
signal. We discuss the relevance of the relation-
ships between artists, songs, genres, and clus-
ters to emphasize the features’ particularities, and
we show what kind of relationship does not con-
tribute for instance selection.

* Due to the multimodality (audio and text) of the
dataset, we investigate a regularization frame-
work for heterogeneous networks. We ex-
plore regularization through label propagation,
in which labeled vertices of the training set
smoothly propagate their labels across the hetero-
geneous network. Thus, each vertex of the hetero-
geneous network has a membership vector with a
label, which is then used to identify more repre-
sentative instances.

* We present a score ranking function using the
regularizer membership information obtained by
the regularizer. Three different instance selection
strategies based on ranking function were pro-
posed and evaluated.

We carried out an experimental evaluation involv-
ing the 4MuLA (Multitask, Multimodal, and Multilingual
Music Lyrics and Audio features) dataset [13]. The exper-
imental results compare ten different heterogeneous net-
works and three instance selection strategies. In addition,
two traditional methods of instance selection were used as
reference models. The experimental results show evidence
that heterogeneous networks are competitive for song in-
stance selection in multimodal scenarios, especially with
relationships involving cluster-based features from audio
signals, as well as related genres and songs.

2. Related works

In this session, we explore existing approaches to the in-
stance selection problem and when no have performance
gains in problem-solving. We extend the discussion to
discuss the characteristics of the methods and the specific
needs for musical data problems. In addition, we discussed
the elements of musical datasets and how using instance
selection could mitigate their limitations.

In a classification problem, it is expected that data
existent in the same class are contained in the same clus-
ter and that there is a similarity between their features.
However, there are scenarios where specific data have in-
consistencies, and its structure does not match the other
data in the group. To reach a good solution to a classi-
fication problem, strategies for selecting reduced subsets
of instances and removing noisy instances have often been

explored. Although classification models are expected to
perform better with a higher quality training set, it is also
an interesting result to use instance selection to reduce the
training set and maintain the classifier performance.

Among the possibilities for applying the instance
selection process is isolating a reduced instance subset
with a high representation of the data of the class infor-
mation [14]. Similarly, we can also think that the process
aims to remove superfluous or harmful samples that can be
used to represent the class. We can understand this rep-
resentation by observing data that have standard structural
features about other data in your cluster, and an association
between it and its class can be done objectively. The bet-
ter strategy for selecting the most representative instances
depends on an analysis of this structure [15].

Thus, the reduced set can be used as a representa-
tive of the class in several tasks and is expected to maintain
or improve performance compared to the original set [16].
Furthermore, there is a wide variety of applications that
have the selection process as a preliminary step [17], as an
example, we can highlight noise identification [18], under-
sampling in unbalanced classes [19], or missing data im-
putation [20].

Defining how to carry out the selection process
is a task that requires computational cost evaluation, as
there are scenarios where the selection cost is high and
does not reflect a high-performance gain in the solution of
a task [15, 17, 21]. Initial approaches proposed selection
methods based on the analysis of closest instances [22, 23].
Even having a considerable cost, they are simple meth-
ods, and their concept is derived from other proposals that
incorporate improvements [24, 25, 26]. Other works use
models to classify instances to indicate the best candi-
dates to represent the class, either through individual clas-
sifiers [27, 28] or through ensembles of models that have
been shown to be efficient in identifying the particularities
of the dataset [29, 30, 31].

In the context of musical data, problems with real-
world scenarios naturally have unbalanced data regardless
of the label type. For example, whether for commercial
or cultural reasons, issues that have their data organized by
genre, artists, or categorical tags, we are always seeing new
music appear and be incorporated into categories without
a pre-defined proportion [32]. In addition to these charac-
teristics, music data is commonly represented by acoustic
information and textual attributes such as lyrics and meta-
data that can express various information, for example, cat-
egories or relationships existing between a song and other
songs, artists, or genres [33, 34]. Associating with human’s
musical perception, we can imagine that these features are
complementary [35] and helpful to compose the most ro-
bust representation for a music dataset [36, 37].

The exploration of this type of problem using
musical data still need further investigation. The granu-
larity of metadata information is a known limitation that
makes it difficult to use different data sources to represent
songs [38]. However, this difficulty can be mitigated with
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the availability of new datasets in recent years [39] and di-
rect access to data via proprietary APIs'-2+3 and with possi-
bilities to design models that explore the relationships be-
tween features to build a representation of this information.
Models based on heterogeneous networks have this char-
acteristic due to the possibility of incorporating different
features such as nodes in their architecture, exploring the
relationships between them, and propagating information
that allows reaching data with different similarity evalua-
tion criteria.

In this paper, we will explore the existing gap re-
garding heterogeneous network, music multimodality and
instance selection methods. We explore heterogeneous
networks to model different types of information e deter-
mine relationships among songs that share the same at-
tributes in a way that allows us to measure the relevance
of music for its class.

3. Music Instance Selection from
Heterogeneous Networks

Our instance selection method is based on two steps. The
first step involves the generation of heterogeneous net-
works from the multiple modalities of the music dataset.
The second step consists of a method for heterogeneous
network regularization to generate a ranking function for
each song on the network.

The generation of the heterogeneous network is
performed by processing the music training set. The net-
work relationships are extracted by different music meta-
data, as illustrated in Table 1. The relationships between
songs and their metadata are mainly generated through k-
partition network structures. In Figure 2, we can observe
a representation of the network #4, where the network has
a 3-partite structure connected by a constructed feature us-
ing the k-means* algorithm partitions from the melspectro-
gram data and the related artist features.

All cluster-based features are obtained using the
k-means algorithm. The k parameter (number of clusters)
was chosen by an iterative method that searched the highest
silhouette® measure considering all the k& values between
k=2and k = (class_size/2).

We used traditional features that can be easily ob-
tained from music metadata, and raw audio signals. They
are described as follows:

* Song: is the music_id that can be referenced
to other features like: melspectogram, metadata,
lyrics, and others;

* k-means cluster: is the k-means cluster allocated
for the song;

ILast.fm API Available at https://www.last.fm/api.

2Spotify APL Available at https://developer.spotify.com/documenta
tion/web-api/.

3Pandora API. Available at https://developer.pandora.com/

4K-means is a clustering algorithm that partitions the data minimizing
the mean squared error when selecting points near a synthetic center point
called centroid [40]

5Silhouette is a validation measure for cluster partitions [41]

Table 1: Overview of the network construction
strategy.

3*
~

#Network | Features

Song and k-means cluster

Song, k-means cluster and closest_cluster

Song, k-means cluster and sub_cluster

Song, k-means cluster and related_art

Song, k-means cluster and related_genre

Song, k-means cluster and related_music

Song, k-means cluster, related_art and related_genre

Song, k-means cluster, related_art and related_music

Song, k-means cluster, related_genre and related_music

Song, k-means cluster, related_art, related_music and related_genre
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* closest_cluster: is the k-means cluster with the
closest centroid to the song, apart from it’s clus-
ter;

* sub_cluster: is another k-means cluster that was
executed within the genre of the song using the
silhouette index to define ideal number of sub
clusters;

* related_art: are all the related artists to a song
according to dataset metadata.

* related_genre: are all the related genres to a song
according to dataset metadata.

* related_music: are all related songs to a song ac-
cording to dataset metadata.

music metadata k-partite music network

=

metadata features

@ rusic_id ]@[ related_art ) ([ (related_genre]

related_music

constructed features

[B cluster closest_cluster

Figure 2: Example of a k-partite network used for
feature extraction.

sub_cluster

In the generation of heterogeneous networks,
both the relationships extracted from cluster-based fea-
tures and relationships extracted by metadata information
on music genres, songs, and artists generate an unweighted
network. More formally, we develop a heterogeneous net-
work N (O, R), where O is a set of nodes in the network
and R is the relations between the nodes. We use an
Op, C O node subset (labeled song) for the second step
of our method, i.e., the regularization framework defined
in Equation 1.

1

QF) = ) Z Toi0; (fo, _foj)2+/’[’ Z (for = ¥o)”

0;,0; €0 0,€0L
(D

We want to find a matrix F' that minimizes Equa-
tion 1. The node label information of the subset o; € Oy, is
represented by the vector y,,. A randomly initialized vec-
tor f,, € F is associated with each node o; in the network.
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The first term, 3 Z%OJ <O Tos,0; (Fo, — £5,)%, aims to min-
imize the distance between the label information of two
neighboring vertices in the network according to the rela-
tion 7, o, The second term, 11", cor (fo, — yo,)?, aims
to minimize the distance between the vector f,,, estimated
for labeled vertices o; € Op. The higher the p parame-
ter value, the greater the preservation of label information
during regularization.

Our regularization framework is a specific case of
the LLGC method (Learning with local and global consis-
tency) [42]. We use a label propagation strategy to mini-
mize Equation 1. The strategy is based on random walk-
ing, where for each iteration, a node propagates its label
information to its neighbors, considering the probability of
a path in the network. As a result, the process converges
after some iterations, in which the F matrix shows little
change between consecutive iterations.

The matrix F resulting from the regularization
process can be interpreted as membership of the network
nodes for each label. Our instance selection process ex-
ploits the difference between the membership vector f and
the real label information y to determine a song’s score,
as defined in Equation 2. The lower this score, the greater
the evidence that the song is well allocated in its original
label considering all relationships in the network. On the
other hand, the higher the score, the song represents more
challenging instance of the classification problem, for ex-
ample, allocated in the decision boundary between two or
more classes.

2 2)

score(0;) = |Ifo, — Yo,

For the instance selection, we set up three scenar-
ios, that select only the amount we want for each training
step, described as follows:

1. Instance Selection L-Scores: we select the m in-
stances with the lowest score values.

2. Instance Selection H-Score: we select the m in-
stances with the highest score values.

3. Instance Selection LH-Score: We selected m in-
stances composed of the lowest and highest score
values, i.e., a combination of the two previous
strategies.

The first L-Score scenario aims at instance selec-
tion with “easier” instances for the classification model.
However, such a strategy can generate classification mod-
els with very simple decision functions, which affect the
classification of unseen data. On the other hand, the H-
Score scenario aims at instance selection with “harder” in-
stances that are more difficult to classify, generating more
complex decision functions that are susceptible to overfit-
ting. Thus, the LH-Score scenario is an attempt to obtain a
trade-off between the two previous scenarios.

4. Experimental analysis

In this section, we describe the settings of the experiments
carried out with the proposal evaluation scenarios. We also

discussed the network architectures built and the perfor-
mance obtained in each scenario.

4.1. Experimental setup

To evaluate our proposal, we use two versions of the
4MuLA [13] music dataset: Tiny (T-4MuLA) and Small
(S-4MuLA). The 4MuLA dataset contains melspectro-
gram information extracted from audio content and various
metadata like genres, artists, and related songs. We have
chosen it due to the larger musical diversity and the feature
structure, like the relationships between artists, songs, and
genres required in our network-building process. A sum-
mary is shown in Table 2.

Table 2: Overview of the datasets’ characteristics.

T-4MuLA | S-4MuLA

Songs 1988 9661
Artists 93 491
Genres 27 51
Min instances in genre 9 11
Max instances in genre 350 1169
Avg instances in genre 73.62 189.43
Std instances in genre 82.26 260.86

We experimented with all approaches in our pro-
posal, selecting different percentages of training data in
both datasets. Thus, we compare our results with specialist
and random selection approaches, both using the same in-
put training data. The specialist approach was constructed
using a Naive Bayes classifier to indicate an instance’s con-
fidence score. The confidence was considered when the
class predicted is equal to the true class. The train and test
steps occurred using the Leave-One-Out cross-validation
strategy to have the max instance by class tagged with the
score. We highlight that we created the train and test sub-
sets from the original dataset. However, we showed only
the train data to the approach to select the more represen-
tatives instances. The test subset was shown only in the
evaluation step as unseen data. It is important to mention
that all experiments were executed 10 times using different
seeds to randomize the division of the data.

To obtain classification performance results, we
trained a Random Forest classifier using the more repre-
sentative instances indicated by all approaches in each data
percentage for all scenarios aforementioned. We chose the
Fl-score as evaluation metric The goal is to solve a mul-
ticlass classification to identify the genre of an unknown
test split to measure the quality of selected instances, and
to discuss the metadata relationship relevance to music rep-
resentation. We discuss the experimental results consider-
ing two aspects: (1) an overview of the Fl-score in each
heterogeneous network compared to specialist and random
approaches; and (2) a behavior analysis for the best sce-
nario of each method with an increase in the training set.

4.2. Network structure

Figure 3 shows the results in 5 scenarios for the T-4Mula
dataset. The boxplot contains the Fl-score distribution
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Results in 5 scenarios on 10 networks at T-4MuLA
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Figure 3: Results overview for the T-4MuLA dataset.

of all networks in the evaluated scenarios together with
the two reference approaches. These results disregard the
training set size. From this plot, we can observe that most
of the methods achieve approximate performance.

The initial three network architectures have nodes
formed by cluster information obtained only by melspec-
trogram. However, due to the difficulty of conceptualiz-
ing and assigning a musical genre considering only the au-
dio content, we noticed that only this type of information
has limitations highlighting more representative songs for
a genre. In this way, randomly selecting instances proved
to be more efficient.

In the following networks, we have the metadata
relationship information, and we can observe a contribu-
tion in the discrimination of the songs. The using the more
connected instances to training got better performance,
with much higher values the median of comparable meth-
ods. It is essential to mention that four networks #4, #7,
#8, and #10 have connections with nodes representing the
related artists of the songs, indicating that this feature con-
tains helpful information.

The results we obtained for the S-4MulLA dataset
differ from T-4MuLA in some key areas. For example,
in Figure 4 we can see that the L-Score scenario obtained
better results than others scenarios in most of the networks.
However, the random sampling got overall better results or
was similar to the network approach.

Unlike classification results from T-4MuLL A, net-
works #5, #6, and #10 obtains better classification perfor-
mance. When analyzing the attributes they have in com-
mon, we notice that the relationships between similar gen-
res and similar music are present. These relationships al-

low us to infer that for a scenario with a large volume of
music, the information that indicates the relationship be-
tween artists and songs is relevant, and songs and related
genres tend to be useful for classification.

4.3. Best scenarios

To provide another point of view from the results, we se-
lected the best scenarios within our general plot to have a
deeper look at how each feature changes the performance
within the network. In the tables 3 and 4 we show F1-
score behavior with an increasing training set. We selected
the iteration in which the approach had the highest mean
F1-score, and we established the individual value for each
percentage.

Both tables show us that when considering a
scenario where we have relationships capable of helping
in musical discrimination, the instance selection process
proves to be valid as a pre-processing step for the genre
classification task. With an increase in the volume of
training data, the performance of the proposed network in-
creased the difference with the comparison methods. Such
results show that instance selection from heterogeneous
networks is competitive, but it requires careful tuning of
the regularization process and the choice of scenarios. This
strategy can be explored with visualization tools, taking
advantage of interpretability and visual data exploration in
heterogeneous networks.

We performed Friedman’s statistical test with Ne-
menyi’s post-test [43] to compare the scenarios to selection
instances and the networks proposed. Figure 5 presents
the result of the Friedman test with Nemenyi’s post-test
through the critical difference diagram. The approaches

12
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Figure 4: Results overview for the S-4MuLA dataset.
Table 3: Results considering the training size increase in the T-4MuLA dataset
F1-score
Percentage of training set for instance selection.

Approach 10% 20% 30% 40% 50% 60% 70% 80% 90% Scenario
Network #1 0.0802 | 0.0983 | 0.1254 | 0.1552 | 0.1737 | 0.2152 | 0.2425 | 0.2461 | 0.2857 | L-Score
Network #2 0.1087 | 0.1171 | 0.1224 | 0.1518 | 0.2012 | 0.2007 | 0.2233 | 0.2492 | 0.2642 | L-Score
Network #3 0.0807 | 0.0830 | 0.1090 | 0.1456 | 0.1779 | 0.2090 | 0.2398 | 0.2537 | 0.2848 | L-Score
Network #4 0.1147 | 0.1624 | 0.1990 | 0.2237 | 0.2472 | 0.2651 | 0.2934 | 0.2853 | 0.2993 | H-Score
Network #5 0.0684 | 0.1067 | 0.1109 | 0.1385 | 0.1745 | 0.1825 | 0.1953 | 0.2474 | 0.2547 | L-Score
Network #6 0.1125 | 0.1597 | 0.1687 | 0.1761 | 0.2236 | 0.2372 | 0.2694 | 0.2850 | 0.2727 | H-Score
Network #7 0.1290 | 0.1519 | 0.1965 | 0.2493 | 0.2662 | 0.2708 | 0.2814 | 0.2985 | 0.2931 | H-Score
Network #8 0.1183 | 0.1561 | 0.2082 | 0.2376 | 0.2541 | 0.2695 | 0.2810 | 0.2920 | 0.2991 | H-Score
Network #9 0.1686 | 0.1630 | 0.2170 | 0.2381 | 0.2393 | 0.2337 | 0.2555 | 0.2536 | 0.2724 | H-Score
Network #10 | 0.1150 | 0.1398 | 0.2000 | 0.2045 | 0.2166 | 0.2306 | 0.2418 | 0.2802 | 0.2771 | H-Score
specialist 0.1568 | 0.1492 | 0.1537 | 0.1823 | 0.2131 | 0.2385 | 0.2545 | 0.2327 | 0.2749 -
random 0.1419 | 0.1407 | 0.1913 | 0.1960 | 0.2135 | 0.2395 | 0.2430 | 0.2710 | 0.2616 -

Table 4: Results considering the training size increase in the S-4MuLA dataset
F1-score
Percentage of training set for instance selection.

Approach 10% 20% 30% 40% 50% 60% 70% 80% 90% Scenario
Network #1 0.0937 | 0.1155 | 0.1341 | 0.1453 | 0.1569 | 0.1719 | 0.1820 | 0.1964 | 0.2043 | LH-Score
Network #2 0.0997 | 0.1082 | 0.1384 | 0.1554 | 0.1653 | 0.1662 | 0.1817 | 0.1937 | 0.2161 L-Score
Network #3 0.0971 | 0.1139 | 0.1355 | 0.1431 | 0.1728 | 0.1807 | 0.1928 | 0.1984 | 0.2166 L-Score
Network #4 0.0867 | 0.1034 | 0.1212 | 0.1349 | 0.1540 | 0.1718 | 0.1952 | 0.2005 | 0.2083 H-Score
Network #5 0.0945 | 0.1236 | 0.1322 | 0.1478 | 0.1510 | 0.1690 | 0.1954 | 0.2012 | 0.2099 L-Score
Network #6 0.1013 | 0.1137 | 0.1291 | 0.1437 | 0.1569 | 0.1694 | 0.1841 | 0.1974 | 0.2056 L-Score
Network #7 0.0971 | 0.0954 | 0.1181 | 0.1471 | 0.1607 | 0.1679 | 0.1906 | 0.1966 | 0.2105 L-Score
Network #8 0.0900 | 0.1068 | 0.1240 | 0.1458 | 0.1480 | 0.1837 | 0.1896 | 0.2028 | 0.2087 H-Score
Network #9 0.0871 | 0.1057 | 0.1237 | 0.1461 | 0.1658 | 0.1781 | 0.1980 | 0.2076 | 0.2181 H-Score
Network #10 | 0.1039 | 0.1108 | 0.1286 | 0.1551 | 0.1569 | 0.1753 | 0.1887 | 0.1938 | 0.2057 L-Score
specialist 0.0973 | 0.1045 | 0.1254 | 0.1374 | 0.1413 | 0.1647 | 0.1710 | 0.1909 | 0.1999 -
random 0.0951 | 0.1105 | 0.1234 | 0.1343 | 0.1565 | 0.1643 | 0.1740 | 0.1868 | 0.1921 -

connected by a line do not have statistically significant dif- the scenario, has similar values. According to this dia-
ferences between them. For the scenarios, as seen in fig- gram, we cannot point to any superiority on a statistical

ures 3 and 4, the performance of networks, regardless of

basis. However, alone, we can note that the LH-Score and
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random scenarios have a specific difference. We can re-
late this difference with the definition of both scenarios,
where the first is formed by a combination of instances
more significant with potential for increase the discrimina-
tion, while the second is a random selection of instances.
The other scenarios show a more considerable similarity
between the decision functions, regardless of the instance
selection strategy.

About networks, there is also no statistically su-
perior architecture. However, we can analyze the contri-
bution of the features used by comparing the structure of
the networks. For example, we can discuss the relevance
of nodes with information related to the closest cluster and
subcluster existing only in networks #2 and #3, as well as
evaluate the relationships between the metadata of songs,
artists, and genres used as an individual or combined fea-
ture in the other networks. Due to the similarity of the
results, the possibility of discarding or prioritizing a spe-
cific type of node enables a cost reduction in the network
construction process. Furthermore, it tends to impact in the
discrimination of instances.

Critical difference diagram - Scenarios
D
i ]
1 2 3 4 5
random ————— L—————— LH-Score
H-Score L-Score
specialist
Critical difference diagram - Networks
D

1 2 3 5 6 7 8 9 10

Network #9
Network #8
Network #5
Network #10
Network #7

-
I
” Network #3

Network #6

Figure 5: Analysis of the critical difference be-
tween scenarios and networks.

5. Conclusion

In this work, we present an evaluative study on the instance
selection task using multimodal musical data. We built
ten different heterogeneous network architectures that con-
tained information based on melspectrogram and metadata
to handle dataset multimodality, indicating the relationship
between a song and attributes such as artist, genres, and re-
lated pieces. We compare our proposed approach to the (i)
method with information from a specialist model to indi-
cate the ideal instances for training and (ii) a random sam-
pling selection process.

In general, the random sampling process for se-
lecting instances proved to be efficient and less costly.
However, by analyzing each approach individually, we ob-
served the relevance of metadata and their relationships to
compose a musical identification. From this observation,
we can identify conditions where there is no large volume
of data available and assess what kind of information is
helpful knowledge for instance selection.

In future work, we intend to develop an applica-
tion of this proposal as a web service where users can pro-
pose nodes and relationships to qualify the music dataset
and create personalized scenarios where networks can con-

tribute to identifying unique characteristics of the musical
genres.
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