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Abstract. Automatic classification problems are common
in the music information retrieval domain. Among those
we can find the automatic identification of music genre and
music mood as frequently approached problems. The la-
bels related to genre and mood are both generated by hu-
mans, according to subjective experiences related to each
individual’s growth and development, that is, each per-
son attributes different meanings to genre and mood la-
bels. However, because both genre and mood arise from a
similar process related to the social surroundings of an in-
dividual, we hypothesize that they are somehow related. In
this study, we present experiments performed in the Emo-
tify dataset, which comprises audio data and genre and
mood-related tags for several pieces. We show that we
can predict genre from audio data with a high accuracy;
however, we consistently obtained low accuracy to predict
mood tags. Additionally, we tried to use mood tags to pre-
dict genre, and also obtained a low accuracy. An analy-
sis of the feature space reveals that our features are more
related to genre than to mood, which explains the results
from a linear algebra viewpoint. However, we still cannot
find a music-related explanation to this difference.

1. Introduction
Each person relates differently to specific music pieces,
that is, the same piece can trigger cathartic euphoria for
some, while provoking overwhelming negative sensations
for others. Sensations related to musical experiences are
often regarded to as emotions and feelings, but music is
also related to a sense of belonging to particular social
groups, whose identity merges to that of its musical aes-
thetics. This dialogue foster a process in which musi-
cal choices in instrumentation, rhythms, and timbres often
give rise to music genres [1].

The idea that some emotions are inherent to mu-
sic were common in Europe around the XVII Century, and
gave origin to the Doctrine of Affects, which directly re-
lates particular musical structures to corresponding affects.
This idea was later contested by Hanslick [2] in the XIX
Century, who proposed decoupling the ideas of beautiful
and the feelings related to music. Hanslick’s [2] argument
is that music can trigger emotions in individuals, but each
one’s experience is subjective and particular.

This means that music does not carry feelings by
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itself, the same way that spoken words do not carry feel-
ings by themselves. Rather, feelings emerge within the in-
dividual’s brains, and they are highly dependent on each
one’s growth and life story.

Nevertheless, humans learn adequate forms for
expressing their emotions during their childhood [3]. This
process is intertwined with the development of each per-
son’s communication skills, which allows expressing emo-
tions (inner states) as feelings (externalized states). Thus,
feelings are constructions that vary for each individual, but
also tend to be somewhat uniform within a specific culture
or ethnicity.

Like feelings and their expression, music and the
process of making and listening to music are also social
constructs. The responses, perceptions and uses of mu-
sic are learned by individuals based on the social group
they belong to [1]. With time, these identities can spread
beyond small communities and become well-known, com-
mercial music genres [4].

Feelings and music genres come from similar pro-
cesses. They are learned by individuals in a dialogue with
their communities, and some of their aspects can become
more common, possibly being considered a part of the
communities themselves.

Both feelings and musical genres can be impor-
tant pieces of information about music, allowing catalogu-
ing, analyzing, and searching within databases. For this
reason, the automatic identification of feelings and of mu-
sical genres have both been broadly studied in Music In-
formation Retrieval (MIR).

Automatic music genre identification is an MIR
task that has been studied for decades now [5, 6]. It works
by calculating features from audio signals, thus mapping
audio files into a RN vector space. Then, classifiers can
use labeled data to find an optimal class-related partition
within this vector space.

Music-related emotions can be predicted using a
similar process, in which audio is mapped into a RN vec-
tor space [7]. Interestingly, this mapping can be performed
using the same features used for music genre classification
[5], and classifiers use emotion-related labels to partition
the vector space. This further indicates a similarity be-
tween genre- and affective-related labels in music.
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The correlation between genre and affective la-
bels has been observed in work by Aljanaki et al. [8]. They
observed that some music genres are more often related to
specific affective labels. However, this does not happen for
all affective labels.

In this study, we investigate this correlation from
a machine learning point of view. More specifically, we
investigate whether affect-related predictions can be useful
to predict genre, and vice-versa. The goal of this study is
to understand whether, and to what extent, music genres
and music affects are simply different perspectives of the
same phenomenon.

An important aspect of music labels is that hu-
mans often disagree among themselves regarding the genre
[5], emotion [8], and even the subject [9] of songs. For this
reason, we do not aim at achieving high prediction accura-
cies. Instead, we focus on finding explanations about the
behavior of classifiers and feature spaces.

In the next section, we show the data and methods
used in this investigation.

2. Methods
Currently, there are many readily-available datasets for
music genre identification and music emotion recognition,
as well as a myriad of solutions for these tasks. In this
work, we did not focus on developing a new dataset or
a new method; rather, we aimed at gathering evidences
on the interplay between the genre- and affect-related la-
bels from a machine learning perspective. We discuss the
dataset in Section 2.1 and the experiments in Section 2.2.

2.1. Dataset

In this work, we used the Emotify dataser [8]. It contains
400 pieces gathered from the Magnatune dataset. Music
genre labels were assigned by the recording companies,
generating a balanced dataset with Rock, Pop, Classical,
and Electronic genres.

Each piece was rated in a user study in which
users assigned affective labels to songs. These labels came
from the Geneva Emotional Music Scale (GEMS) model
[10], which consists of assigning a binary value to 9 cat-
egories: Amazement, Solemnity, Tenderness, Nostalgia,
Calmness, Power, Joyful activation, Tension and Sadness.

We further processed the dataset in order to find
single tags for each song, as follows. First, we calculated
µs,k, which is the number of users that rated song s as posi-
tive for emotion k divided by the total number of ratings for
song s. Then, we calculated the median mk of µs,k along
all songs for emotion k. Finally, we assigned the value 1
for emotion k in song s if µs,k > mk, and 0 otherwise.

2.2. Experiments

We performed a series of experiments using the Emotify
dataset. First, we used a classification process to predict
genre and affective labels directly from audio signals, as
shown in Section 2.3. Then, we experimented using the

results of the affective label predictions as feature vectors
in the problem of identifying music genre, as discussed in
Section 2.5.

2.3. Genre and emotion prediction from audio

The audio-based classification used a pre-trained VGG19
neural network [11]. The features generated by the VGG19
were yielded to a simple pipeline comprised of a scaler and
a K-Nearest-Neighbors classifier. In our experiments, we
used k = 5 neighbors. We randomly used 70% of our data
for model fitting and 30% for testing.

The PCA projection of our testing data, shown in
Figure 1, highlights that the VGG19 was able to find fea-
tures that strongly separate music genre within this dataset.
Unsurprisingly, the prediction accuracy for genre in the
testing set was 100%, as displayed in the confusion ma-
trix shown in Figure 2.

2.4. Experiment I - Audio input predicts genre
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Figure 1: Audio feature space PCA projection col-
ored by ground-truth genre labels.
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Figure 2: Confusion matrix for audio input, genre
output.

We highlight that this does not mean that VGG19
is an ideal audio feature extractor. Rather, these results
can be a reflection of characteristics that are specific of the
Emotify dataset.
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Using the same experimental setup, we conducted
experiments for each one of the affective labels. The accu-
racy for each label is shown in Table 1. As we can see, the
prediction accuracy is significantly lower than in the case
of genre identification.

Table 1: Accuracy for emotion prediction using
audio input.

Emotion Accuracy
Amazement 0.52
Solennity 0.67

Tenderness 0.67
Nostalgia 0.63
Calmness 0.57

Power 0.62
Joyful Activation 0.52

Tension 0.63
Sadness 0.43

Figure 3 shows the confusion matrices related to
each one of these emotions. They further confirm that pre-
dicting affective labels in this dataset is a harder task for
machine learning, when compared to genre prediction.
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Figure 3: Confusion matrices for each emotion in
the emotion prediction from audio ex-
periment.

Although genres and affective labels come from a
dialogue between individuals and their societal surround-
ings [3, 1], and that similar feature sets have been used to
predict both genre and affective labels in the past [5, 7],
we observed that the VGG19 features are much more ef-
fective to predict genre than to predict emotion. We add
that previous analysis in the Emotify dataset [8] have en-
countered some correlations between the most frequently
chosen emotion tags and music genres. However, our sys-
tem had an obviously different performance when dealing
with genre and when dealing with affective labels.

In the next experiments, we use GEMS ratings as

feature vectors to predict genre.

2.5. Genre prediction from emotion space

The experiments shown in this section use GEMS ratings
to predict music genre. We performed two of such experi-
ments: the first used the ratings estimated in the data pre-
processing stage discussed in Section 2.1, and the second
used the estimated probabilities yielded by the KNN clas-
sifier discussed in Section 2.3. These values were yielded
to a further KNN classifier that predicts genre-related la-
bels, and, as with the previous experiment, we used k = 5
neighbors and a 70%/30% train/test data split.

The dataset GEMS ratings spans an interesting
vector space, whose PCA projection is shown in Figure
4. As we can see, although it seems that each genre has
a greater tendency of occupying a different region in the
vector space, there is a great overlap between the regions.
It is hard to determine if this is a characteristic of music
genres or if it is a specific bias of this dataset.
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Figure 4: PCA projection of vector space spanned
by GEMS ratings in the dataset.

The prediction experiment results, shown in Fig-
ure 5, indicate a greater accuracy for the Pop genre. This
can be linked to the predominance of Pop songs in the
lower left of the PCA projection. Likewise, this can be
either a characteristic of music genres or of this specific
dataset.

When we span the emotion vector space using
prediction probabilities from the audio-based classifier, we
have a somewhat different result. The space spanned by
these predictions, shown in Figure 6, indicates an even
higher overlap between the regions occupied by each genre
when compared to the previous result. The confusion ma-
trix for this experiment, shown in Figure 7, indicates a high
tendency of polarization towards the Classical genre.

3. Discussion
In this work, we experiment on the prediction of genre
and emotion labels from audio. After that, we try to use
emotion-related labels to span a feature space that allows
to predict genre. We perform experiments in the Emotify

18th Brazilian Symposium on Computer Music - SBCM 2021 27



classical electronic pop rock

cla
ss

ica
l

el
ec

tro
ni

c
po

p
ro

ck

8 14 3 3

7 12 6 0

2 6 18 4

11 5 5 16

0

2

4

6

8

10

12

14

16

18

Figure 5: Confusion matrix for genre prediction
using GEMS ratings.
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Figure 6: PCA projection of vector space spanned
by GEMS ratings predicted from audio.
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Figure 7: Confusion matrix for genre prediction
using GEMS ratings predicted from au-
dio.

dataset, which contains both genre and emotion-related la-
bels.

We used the idea that both music genres and
music-related emotions come from a dialogue between the
individuals and their surrounding society. Music genres are

related to the inter-social affective relationships that arise
among individuals, and emotions are, as well, related to
this shared individual and social identity. This idea is cor-
roborated by studies in psychology [1] and neuroscience
[3].

However, we observe that the prediction accuracy
for music genre is evidently higher than that for emotion
prediction. This means that, at least for our dataset, genre
and emotion labels are not different viewpoints of the same
phenomenon. Rather, they seem to derive from different
underlying processes.

One important characteristic of the dataset is that
genre labels were provided by recording companies, that
is, they have a meaning related to their commercialization.
On the other hand, the emotion-related tags were provided
by humans, thus are related to subjective experiences [8].
Also, they use a specific model – the GEMS scale – which
can also cause distortions that impact the prediction accu-
racy.

This accuracy, albeit relatively low when com-
pared to genre prediction, do not mean that the experi-
ment failed. On the contrary, they can be a result of the
subjectivity of the emotional experience when listening to
music. Such subjective causes humans to disagree among
themselves on the GEMS ratings [8], henceforth machine
learning algorithms cannot possibly achieve a high accu-
racy, as this would mean a super-human capacity of pre-
dicting emotions, that is, an obvious algorithmic bias.

Next, we used emotion ratings to predict music
genre. This experiment had a visibly lower accuracy when
compared to genre prediction from audio features. This
can be due to a series of elements.

One possibility is that genre and emotion are in-
herently uncorrelated. Although this was observed in our
dataset to some extent, it seems clear that some music gen-
res tend to have associated affective meanings – for ex-
ample, Punk music is commonly associated with teenage
anger, whereas Reggae brings a much calmer mood. How-
ever, it can be the case that the procedure to produce the
genre and emotion labels are uncorrelated to the social and
cultural meanings often attributed to them.

Another important aspect is that the audio feature
space was spanned using a VGG19, which produces vec-
tors with around 107 features, while the emotion space uses
9 dimensions. Hence, the VGG19 is projecting audio ex-
cerpts into a very high-dimensional vector space, in which
we observed a high separability for musical genres. How-
ever, the VGG19 was trained to perform image classifica-
tions, that is, we are using a transfer-learning technique.

This could indicate that the VGG19 features are
unrelated to genre-specific musical style, and are some-
how exploiting audio characteristics that derive from typi-
cal mixing and mastering processes related to each genre.
This means that the high accuracy achieved in the genre
classification problem could be due to properties of high-
dimensional spaces and some coincidences within the
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dataset. These conditions disappear when we use a low
(9) dimensional space to represent tracks, hence leading to
a lower accuracy.

Such reasoning brings forward the importance of
the PCA projections. In Figure 4, for example, we can
see that music genres overlap in the vector space spanned
by GEMS ratings. This projection indicates that the pre-
diction accuracy was not harmed necessarily by the low
amount of data; rather, the genre sets are inherently corre-
lated and it can be hard to separate between them.

Nevertheless, we observe in Figure 4 that the
overlap between genres is not along the whole emotional
space. Also, each genre seems to have a slightly different
median in the emotional space. Consequently, we spec-
ulate that although music genres are somehow related to
affective values, there is enough space within each music
genre to compose music with significantly different affec-
tive value.

Next, we present concluding remarks.

4. Conclusions
In this article, we compared the prediction of genre and
of emotions in music from audio using a transfer-learning
technique. We also investigate the prediction of genre from
a feature space spanned by emotion-related ratings.

We obtained a high accuracy when predicting mu-
sic genre from audio features. We believe that this result
is due to properties of high dimensional spaces and pro-
duction biases (mixing and mastering techniques) in the
dataset.

Also, we identified that musical genres are lo-
cated in overlapping regions within the emotional-spanned
feature space. This means that, regardless of the dataset
size, there can be music from different genres that are re-
lated to the same emotion.

Lastly, we highlight that this work does not aim
to achieve a higher prediction accuracy. Rather, we pro-
pose an analysis aimed at explaining why the prediction
methods perform the way they do. We provide this expla-
nation under the light that both genre and emotion labels
are subjective.

There are many possible steps to improve our
ability to explain the behavior of classifiers in the audio
domain. We anticipate that using more concrete concepts,
such as key or tempo, as support could lead to results that
correlate more to musicological concepts. Such idea poses
a vast field for future work.
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