Fusion of Multiple Audio Representations for Music Genre Classification
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Abstract. Music classification is one of the most studied tasks in music information retrieval. Notably, one of the targets with high interest in this task is the music genre. In this scenario, the use of deep neural networks has led to the current state-of-the-art results. Research endeavors in this knowledge domain focus on a single feature to represent the audio in the input for the classification model. Due to this task’s nature, researchers usually rely on time-frequency-based features, especially those designed to make timbre more explicit. However, the audio processing literature presents many strategies to build representations that reveal diverse characteristics of music, such as key and tempo, which may contribute with relevant information for the classification of genres. We showed an exploratory study on different neural network model fusion techniques for music genre classification with multiple features as input. Our results demonstrate that Multi-Feature Fusion Networks consistently improve the classification accuracy for suitable choices of input representations.

1. Introduction

With the active growth of digital music distribution, mainly due to streaming platforms’ success1, organizing and retrieving musical information through computational methods has become an increasingly relevant task in both academia and industry. While the volume of data associated with music collections becomes more abundant and diverse, providing an excellent digital music experience becomes a more complex task.

Looking at improving this experience, researchers have proposed many methods for different tasks of Music Information Retrieval. Notably, machine learning has gained significant attention in this area, especially in classification tasks. The genre represents one of the most common ways of labeling music recordings. With this information, online music platforms can better organize artists and songs with similar characteristics. This organization has implications for efficient information retrieval in recommendation systems, among other tasks [1, 2, 3, 4, 5].

Most of the research on machine learning in the music domain relies on music content data, i.e., it only considers the audio recording as the input for model learning [6, 7, 8]. Usually, research in this knowledge domain is limited to one input feature. For example, the literature on genre classification is mainly based on the use of representations that highlight timbre or rhythm characteristics [9, 10].

However, the music genre’s subjectivity makes its definition quite difficult, even for humans [11]. Music from different genres may sound similar in many ways. For example, rock and blues are performed by bands with similar compositions, with the same musical instruments, and may use similar melodic constructions.

Researchers have attempted to mitigate this obstacle in recent years by using alternative data sources related to music to be categorized. One example is the multimodal classification, where different data modalities are combined, such as audio, image, and text, to further improve the result obtained [4, 12, 13, 14]. In addition, when using different input data, the results obtained are usually more accurate than those obtained from a single input [15].

Despite being a good approach and having a wide range of practical applications, different data modalities are not always available for the same song. Furthermore, improving models based on audio can also assist in the multimodal classification task’s final result.

Unlike ensemble-based models, such as voting and stacking, model fusions are designed to work as an end-to-end homogeneous method to deal with multiple inputs or different transformations of the same data. Tasks that rely on multimodal learning, such as multimedia information retrieval, are good examples of fusion-based model applications [16, 17].

The two primary techniques for fusing models are early and late fusion. The main difference between them is the stage the models are fused. Early fusion techniques first extract characteristics from each input, aggregate them into a single vector, and then use a classifier to represent the combined features. In late fusion methods, each input is processed and presented to a classification model, which outputs scores for each class. Next, the outputs of those classifiers are concatenated and then used as input features to another classifier. Figure 1 illustrates the difference between these approaches.
Although we can use fusion methods of machine learning techniques, deep neural networks form a convenient set of tools in this context since deep neural networks implicitly extract features based on the input data. In the case of music content, these inputs may be different audio representations of the same recording. The intuition behind using diverse representations relies on the fact that some audio processing may “hide” some interesting characteristics in a feature set that may appear in another.

In this work, we investigate ways to improve the content-based classification of music genres by combining models. For this, we use the fusion of classifiers trained on different audio representations, such as melspectrogram, constant-Q spectrum, and chroma. All models used in this work are deep learning-based networks, which means that the proposed techniques can be easily adapted to other tasks, given they extract new rich features according to the input data. Therefore, we named the general technique explored in this work as Multi-Feature Fusion Networks (MUFFN, pronounced as “muffin”).

The obtained results show that MUFFN constantly leads to more accurate results than individual models. However, some fusion models reduce accuracy, depending on the representations used and how they are combined. Therefore, this work explores different possibilities for constructing MUFFNs and presents discussions to help other researchers examine similar techniques.

2. Related Work

The literature on content-based music genre classification is considerably vast [18, 19, 7]. According to [20], the evolution of audio feature manipulation for music classification is evident when we analyze the related literature. For example, in the first efforts in this area, the genre classification was usually performed by extracting a single set of features from the whole recording and using them as input for traditional machine learning algorithms [21]. Afterward, researchers found that dividing the recordings into small frames, classify each frame individually, and provide the final answer according to the most commonly observed label could lead us to more exciting results [22]. However, [20] approached this task using algorithms capable of aggregating frame-level features to make a global decision’ for the classification.

The notion that the better the feature manipulation, the better the classification results led to the application of deep learning techniques [23], which defines the state-of-the-art of music classification [9, 24]. A convolutional neural network, for instance, is capable of learning rich features from unstructured data, such as music. A usual approach uses a time-frequency-based representation of the audio as the input for a deep neural network.

However, some researchers have noted that using a single representation may not be the most appropriate way to solve some Music Information Retrieval (MIR) tasks. This observation is not limited to classification. For instance, the fusion of different features was successfully used in cover song identification [25]. On the other hand, in genre classification, some authors used traditional heterogeneous [26, 27] and homogeneous [28] ensemble techniques to accomplish the task.

Outside the task of content-based music classification, fusion models are prevalent in the multimodal classification literature [16], including music genre classification. [4] used model fusion to classify albums’ genre by their tracks (content/audio-based), its cover (image-based), and reviews on Amazon.com (text-based).

3. Multi-Feature Fusion Networks

The purpose of this work is not to create a new algorithm or neural network architecture but to discuss the multiples audio features and model relevance when used as a complementary way to discriminate a song. Despite recent work, studies like this are underexplored in the MIR community. Besides, we construct the first model for music genre classification based on this concept. Specifically, we propose Multi-Feature Fusion Networks (MUFFN) applied in music classification problems. For this, we investigate different representations and deep neural network architectures for the classification of musical genres and model fusion techniques, aiming to improve accuracy compared to individual models.

4. Experimental Setup

Since MUFFN is a general framework for creating classification models, this work’s experimental setup needs to cover various procedures. This section defines the procedures adopted to guide the search for a suitable MUFFN model for classifying musical genres. In other words, we present the datasets used, the parameters of the training phase, the decisions behind the base neural network’s choice – including a brief ablation study –, decisions on audio representations for the input, and details of the model’s fusion.

For the sake of reproducibility, we created a code repository for this work\footnote{https://github.com/diegofurts/muffn}, containing source code and links...
to all datasets. The repository also comprises additional results and details of our proposal.

4.1. Training Procedure

We established a simple but definite training phase procedure to fairly compare models trained in a single representation and MUFFN-based models. First, we trained all the models using 5-fold cross-validation. Then, for each training fold, we separated 10% of the data for validation. We used fixed seeds for random steps in all cases, so the examples in each fold keep the same for every trained model.

We trained each model using at most 50 epochs, saving the one with the lowest loss in the validation set to test later. Besides, we applied early stopping and reducing the learning rate in plateaus to monitor the validation loss. The early stopping was set with the patience of 20 epochs (to avoid abandoning the training in the first epoch).

We defined the batch size according to memory limitations. Specifically, we used batches of 16 examples for the two smaller datasets and only 8 for the two largest ones.

4.2. Datasets

To assess the investigated models, we used four datasets widely used in music genre recognition research: GTZAN, Music Audio Benchmark Dataset (Homburg) [30], Extended Ballroom [31], and the small subset of FMA [32]. These datasets have different dimensions and a different number of labels. Table 1 summarizes the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Recordings</th>
<th># Genres</th>
<th>Audio duration (s)</th>
<th>Min. tracks/genre</th>
<th>Max. tracks/genre</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTZAN</td>
<td>1000</td>
<td>10</td>
<td>30</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Homburg</td>
<td>1886</td>
<td>9</td>
<td>10</td>
<td>47</td>
<td>504</td>
</tr>
<tr>
<td>E. Ballroom</td>
<td>4180</td>
<td>13</td>
<td>30</td>
<td>23</td>
<td>529</td>
</tr>
<tr>
<td>FMA</td>
<td>8000</td>
<td>8</td>
<td>30</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 1: Summarized description of the datasets used in this work.

We note that we applied the same experimental procedure in all datasets. Although FMA has a default train/test partition, we decided to use the same cross-validation technique for empirical consistency and better analyze the algorithms’ stability in slightly different data distributions.

4.3. Audio Representations

We considered a wide range of features designed to reveal the recordings’ distinct features to assess the fusion of models trained on different audio representations. However, we acknowledge that many datasets can be composed of copyright-protected songs and, therefore, only distribute a set of features extracted from the original data [33]. Thus, we did not consider using representations used for the exact reconstruction of the original audio.

To achieve these requirements, we used the Python library librosa [34] to extract melspectrograms, mel-frequency cepstrum coefficients (MFCCs), constant-Q transformed spectrograms (CQT), tempograms, tonnetz, and the energy at the harmonics of the spectrum. Besides, we assumed that structure also performs a significant role in the music genre (e.g., pop music is usually more repetitive than jazz), so we also applied self-similarity matrices on the chromagrams.

We kept most of the librosa’s default parameters for the feature extraction process. However, for the sake of dimensionality reduction and consequent better memory efficiency, we set the hop length to 1024 (the default is 512). For the same reason, we set the size of the onset auto-correlation window for the tempogram as 128. Finally, after extracting the melspectrograms, we applied a log transformation.

4.4. Deep Neural Models

Although learning algorithms based on deep neural networks present relevant results, we notice that proposing a new neural network for music genre classification is not in this work’s scope. Therefore, we decided to rely on papers that presented deep learning-based methods for music classification. Initially, we experimented with models pre-trained on other domains, such as VGG16. Additionally, we considered the Convolutional Recurrent Neural Network (CRNN). However, we would need to modify the networks to deal with different representations and datasets in both cases because these architectures rely on several dimensionality reduction layers (max pooling). Thus, in some scenarios, the data dimensionality does not apply to these neural networks without losing the focus on the evaluating of different representations and fusion techniques.

Therefore, we need an architecture that is less sensitive to differences in the data dimensions. The Bottom-up Broadcast Network (BBNN) meets this requirement [35]. Besides, we experimented with CRNN, VGG16, and BBNN on the GTZAN dataset, using the melspectrogram as an input feature. BBNN achieved the best results in this experiment. Considering this, we proceed using the BBNN exclusively.

Figure 2 illustrates the BBNN. It starts with a simple convolution network, which the authors call Shallow Feature Extraction Layer (SFEL). It follows with three inception blocks, being that the output of SFEL is concatenated with each inception’s output before serving as input for the next layer. These layers were named Broadcast Module (BM). Next, the authors use more convolutional and pooling layers, comprising the Transition (TL) and Decision (DL) layers. The global average pooling in the DL creates a 32-dimensional feature set used by the softmax layer to deliver a final decision. We refer the reader interested in a detailed description of the BBNN to the paper that proposes this architecture [8]. Besides, we make a...
better description of the network available in the paper’s repository.

4.5. Ablation Study

Although finding the best neural network is not the focus of this paper, we consider it adequate to perform a short ablation study on the selected architecture. To avoid a significant overhead of this phase, we only conducted this study on GTZAN with MFCCs – given the good results on individual classifiers (c.f. Section 5) and the fact that this is a low-dimensional representation – as input. Also, we used the 60-20-20 split for training, validation, and test sets. Note that it implies a slightly smaller training set than the other experiments. Therefore, the training phase is marginally faster, and we can better understand the effects on validation and test.

For this, we realized experiments using one, two, and all three inception blocks of BBNN. Besides, we note that these blocks have four parallel sequences of layers (c.f. [8] for details). Therefore, we experimented with the network with all inception blocks but removed one of these sequences, composing four new networks.

We note that the BBNN is notably prone to overfitting in all experiments performed in this paper. Achieving perfect accuracy in the first 20 training epochs is common. On the other hand, the model achieves much lower results in the validation and test sets. However, the loss function usually keeps decreasing in both training and validation.

In all ablation experiments, this effect was reduced. As a result, the epoch that achieves the perfect score for the training set occurs later. However, it does not reflect on better generalization and, consequently, better accuracy. In all cases, the complete network achieves the best result.

For example, while the complete network’s accuracy is 0.799, removing one or two inception blocks leads to 0.784 and 0.776, respectively. In addition, the accuracy obtained when we removed one of the inception paths varied from 0.773 to 0.793. Although these differences are not significant, we decided to keep using the complete architecture.

4.6. Early and Late Fusion

Once we have defined the neural network to use, we need to define which points to concatenate to build a single model. In the case of late fusion, each input must pass through its entire BBNN. The output of each input’s softmax layer is concatenated and then used as an input for another softmax layer for the final decision. Figure 3 illustrates this approach.

We must define a layer that represents the features extracted by the neural network for early fusion models. These features can be obtained after any set of layers illustrated in Figure 2 or after each inception block. However, as shown in the ablation study, we noticed that using all layers of BBNN leads to better results. Therefore, we use the features aggregated by the global average pooling layer. Figure 4 illustrates the approach to building models using early fusion.
It is important to note that we first train individual models and store their weights to train the fusion models. From that, we use these pre-trained models to build MUFFN models. We then evaluate data fusion methods with fixed weights and with fine-tuning the weights through model retraining. In the latter case, we only allow the training procedure to adjust the weights of the transition and decision layers.

5. Results

This section presents the classification results, following the experimental setup introduced in Section 4.

5.1. Individual Classifiers

We started the presentation of results by the individual classifiers. We note that, as mentioned in Section 4.3, we discarded some of the representations considered in this work for preliminary experiments. For example, the accuracy obtained using tonnetz was 0.113 in the GTZAN dataset. On the other hand, the use of self-similarity matrices led to 0.310 of accuracy in the Homburg dataset, probably due to the recordings’ short duration.

Table 2 shows the results obtained by using different representations in all datasets.

<table>
<thead>
<tr>
<th>Feature</th>
<th>GTZAN</th>
<th>Homburg</th>
<th>E. Ballroom</th>
<th>FMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chroma</td>
<td>0.696±0.036 0.536±0.043 0.878±0.012 0.483±0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CQT</td>
<td>0.785±0.013 0.639±0.033 0.932±0.006 0.643±0.010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFCC</td>
<td>0.774±0.037 0.585±0.029 0.926±0.013 0.619±0.024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Melspec</td>
<td>0.851±0.022 0.644±0.031 0.941±0.006 0.654±0.016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tempo</td>
<td>0.478±0.028 0.453±0.026 0.886±0.088 0.432±0.011</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We note that the melspectrogram was the best representation in all datasets. In some cases, especially in the GTZAN dataset, this difference is substantial compared to the second-best result. This observation is aligned with the most common assumption in the literature that this is the best representation for the content-based music classification task. Moreover, we observe that using the constant-Q transform consistently leads to the second-best results, and the MFCC achieves accuracy rates close to those obtained by CQT.

5.2. Fusion Models

In this section, we gradually built the base to arrive at the final MUFFN models. For every decision, we first evaluate if it seems promising in the smaller datasets, i.e., GTZAN and Homburg. Then, if it presented good results, we replicated the decision to the other datasets.

We started our decision by assuming that the melspectrogram should be part of all assessed subsets of representations. Then, we used this assumption to create two double-input fusion networks: melspectrogram and MFCC; and melspectrogram and chroma. In the first case, we evaluate if two representations based on the same premise of applying the mel scale improve timbre representation. In the latter case, we assess if tonality- and timbre-related features may complement each other. Besides, we added the tempogram as a third input to the second approach, creating a model that fuses tonality, timbre, and tempo features. We used these three combinations in the first batch of experiments.

We note that we evaluated early and late fusion schemes and training with and without fine-tuning, as described in Section 4.6. In all cases being assessed, early fusion methods achieved better results than late fusion. This phenomenon is more evident when we allow fine-tuning. In some cases, fine-tuning decreases the accuracy of late fusion models. On the other hand, it constantly improves the results of early fused networks. For this reason, we continue our analysis considering only early-fused and fine-tuned models.

Figure 5 illustrates this fact in the specific case of GTZAN with MFCC and melspectrogram as inputs.

Note that the figure results are mostly better than the individual classifier, which also happens on Homburg data. For this reason, we also evaluated this fusion in the remaining datasets. However, the same observations do not apply to the other described fusion. The only exception is the fusion of melspectrogram, chroma features, and tempogram with Homburg data. In this case, the MUFFN achieved 0.002 of accuracy improvement. On the other hand, on GTZAN, the same architecture caused an accuracy reduction of 0.023.

We realized that merging the CQT spectrum caused improved results from the successful merger in the previously described step. Therefore, for this new merger, we evaluated the effects of adding the chromagram or the tempogram. Finally, we evaluate adding these last two representations simultaneously, creating a fusion model of five audio representations.

For a better presentation and interpretation, Table 3 summarizes these fusions and attributes short identifiers to each of them.

Figure 6 shows the accuracy obtained for these models and the best individual one, obtained with melspec-
Table 3: Subsets of audio representations used to create MUFFN models.

<table>
<thead>
<tr>
<th>Identification</th>
<th>Subset of input representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>MM</td>
<td>Melspectrogram + MFCC</td>
</tr>
<tr>
<td>MMC</td>
<td>MM + CQT spectrum</td>
</tr>
<tr>
<td>MMCC</td>
<td>MMC + chromogram</td>
</tr>
<tr>
<td>MMCT</td>
<td>MMC + tempogram</td>
</tr>
<tr>
<td>MMCCT</td>
<td>MMC + chromagram + tempogram</td>
</tr>
</tbody>
</table>

Unfortunately, that gain comes at a cost. Aggregating different neural networks increases the number of parameters to be trained, generating a higher computational cost. An advantage in this sense that we observed in our experiments is that we achieved good results without training networks from scratch. The fine-tuning strategy used does not extend across the entire network but only to a reduced set of final layers of each model.

The number of parameters that BBNN needs to train for a single-representation model is 185, 642. Besides, it has 5, 184 non-trainable parameters. For example, the number of parameters in MUFFN with four distinct inputs and an early fusion approach is 763, 274. However, only 54, 922 of them are trainable. Therefore, if we intended to train the model from scratch, we would need to adjust 742, 538 of these parameters.

One way to reduce overhead for the design and training of a MUFFN is to choose the appropriate inputs. We have not yet carried out an in-depth study in this regard due to its scope. However, it was possible to observe some patterns. For example, when adding chromagram as one of the inputs, the accuracy tendency is to maintain or decrease. For instance, the accuracy obtained by MMCCT is consistently lower than MMCT. However, the same does not happen with the insertion of tempograms. This aspect probably appears because the tempogram adds complementary information to representations based on the mel scale, which does not occur for chroma features.

With these results, we believe that using MUFFN can significantly improve the results of specific tasks. For example, consider the task of hierarchical classification. It is intuitive to think that representations associated with timbre are sufficient at a higher hierarchy level. The instruments used in classical and popular music tend to be quite different, for example, in a melspectrogram. However, at a level that we need to differentiate between genres that use similar instruments and techniques, other representations can be used to “disambiguate” decisions.

For these reasons, we believe that the obtained results are motivating for future work in this direction.

7. Final Remarks

As we pointed out a few times during this work, our work presents a general framework that can be modified in several aspects. Furthermore, we demonstrate that MUFFN models can improve music genre classification accuracy in all assessed datasets with a few options evaluated. Therefore, we hope that our work will seed other research endeavors to create models based on MUFFN.

We note that we have not studied the contribution of each input in this work. Thus, despite discussing some clues, we cannot provide clear interpretations to guide the choice of representation inputs. Therefore, we intend to conduct an in-depth study to understand this aspect better and then provide more precise guidelines for the design of MUFFN for MIR tasks.
Furthermore, we acknowledge that neural networks may automatically learn features from the mel-spectrogram, such as MFCC or CQT, for a sufficiently large dataset. However, it depends on many factors, including the network architecture. As MUFFN is a framework, we intend to evaluate how these observations stand in different scenarios.

As a future direction, we intend to evaluate other neural network architectures as the basis for the fusion model. We limited ourselves to only one architecture in this work to avoid missing the central proposal’s focus. However, we believe that different architectures can achieve better results for each diverse input representation and, consequently, for the fused model. Furthermore, as we acknowledge our proposal adds complexity to the models, we intend to focus on more efficient architectures and training strategies.

Finally, we intend to use MUFFN in other MIR tasks, such as tagging, emotion recognition, content-based similarity, and genre identification in multi-label and hierarchical classification scenarios.
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