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Abstract. Camera-based audiovisual interactions have
been greatly used in art installations. For such, it is of-
ten necessary to use specialized hardware and software.
This restricts audiovisual installations to areas that can
both afford them financially and be physically accessed by
the audience. In this work, we present the development
of a web-deployed composition tool for audiovisual inter-
actions that runs on the client side and does not require
installing any additional software. The tool allows quickly
configuring areas for movement capture, and customizing
the corresponding audio feedback. Simultaneously, it pro-
vides visual feedback that can aid the audience to under-
stand the experience. Consequently, the tool can be used to
compose audiovisual interactions that reach a large audi-
ence via web. Moreover, its virtual and ubiquitous nature
can foster a diversity of artistic explorations related to the
remote characteristic of the relationship between audience
and artwork.

1. Introduction
Art installations are artwork that dialogue with the space
around them. Interactive art installations have the addi-
tional characteristic of using the audience participation as
part of its structure, that is, the artistic context only exists
with the participation of an audience [1]. Audience par-
ticipation has been present in a great amount of artwork
throughout history, but only in the last few decades the in-
teraction between the audience and the artwork has been
mediated using sensors, actuators, and digital computers.

One important characteristic of digital computers
is that they are able to emulate systems that are physically
unfeasible. This characteristic is found, for example, in
computer games, which commonly have physics engines
that are unrealistic, yet foster highly engaging and immer-
sive environments [2]. The link between the physical and
the virtual worlds, provided by sensors and actuators, has
enabled a diversity of interactive artwork, including aug-
mented performances [3, 4], live audience participation
[5], augmented musical instruments [6, 7], instrument de-
velopment frameworks [8, 9], and art installations [10, 11].

Interactive art installations commonly require
specialized equipment, including projectors, loudspeakers,
the sensors themselves, computers, and a physical environ-
ment to host the installation. These elements can quickly
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become prohibitively costly, especially in economically
disfavoured areas. Consequently, the access to the artis-
tic richness brought by interactive artwork is socially and
economically determined [12, 13].

Moreover, in 2020-2021 the world has suffered
the COVID-19 pandemic. Within this period, the access
to non-essential locations (including art galleries) has been
greatly restricted. Another consequence of the COVID-19
crisis is that the Internet and social media have become
more relevant as means to communicate and share infor-
mation.

Such a worldwide transformation has lead to the
development of several artwork exploiting virtuality and
social isolation [14, 15]. Among those, there are ideas
based on audio streams, interactive websites, and online
streams of studio-based hardware. These ideas generate
requirements for frameworks that allow using real-time
client-side audiovisual elements, and a myriad of different
frameworks have been employed for such.

This concept aligns with the ideas underlying the
MOTUS [10], an audiovisual interactive installation that
focuses on using affordable hardware for an engine that
captures movement and converts it into musical and visual
feedback. Cameras have been used in human-computer in-
teraction for music for decades [3], and MOTUS employs
this concept while deploying its software as a webpage,
thus only requiring hardware that is becoming increasingly
ubiquitous [16, 17]. Therefore, even though it is an art in-
stallation, it can be understood as a virtual one, as the audi-
ence does not have to be physically present in a particular
place to participate on it.

In its original conceptualization, MOTUS was
devised with intertwined technical, poetic, and aesthetic
ideas. However, musicians using MOTUS raised the de-
mand for ways to change the musical and visual structures
behind it, that is, to use MOTUS as a music composition
tool [10].

Here, we present the fourth iteration of MO-
TUS, namely MOTUS 4, deployed online at https://
tiagoft.github.io/motus/. Unlike its predeces-
sors, it does not carry an inherent poetic or aesthetic idea.
Rather, it provides a set of tools that allow composers to
quickly devise, experiment, and share interaction configu-
rations.
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The remainder of this article is organized as fol-
lows. First, Section 2 brings forward non-artistic appli-
cations for the interaction concept discussed in this paper.
Then, Section 3 discusses the development steps proposed
in this work. After that, Section 4 brings further discus-
sions on possible future applications and developments us-
ing MOTUS, and Section 5 concludes the paper.

2. Music Applications

MOTUS is a highly customizable musical composing tool
aimed at the video-based interaction with humans. It is
inspired in making audiovisual interactive installations [1].
However, this same technology can be used in a diversity
of other applications, as we discuss below.

Music has shown to have beneficial effects in
Alzheimer patients [18] when used alongside regular ther-
apies. These effects include higher engagement and hap-
piness during treatment, and increased motor coordination
and memory strength. Also, rheumatologic disease thera-
pies can use feedback to improve control in daily activi-
ties, such as dancing or walking [19]. These two aspects
are combined in MOTUS, which provides both a motion-
guided feedback and a musical response. Thus, its sound
and movement capture engines are potentially useful in
these contexts.

Also, nowadays there has been an increase in the
usage of video and music sharing social media [20], like
TikTok [21] and Kwai [22]. We anticipate that MOTUS’
underlying ideas can be used in interesting, valuable fil-
ters to transform home-made recordings. Then, the trans-
formed audio-powered videos can be shared with online
communities for entertainment, content, or advertisement
purposes.

Finally, we highlight that many locations are cur-
rently leaning towards sustainable development and be-
coming smart cities. This transformation calls not only for
technical uses of data and sensing, but also specific types
of interactive, permanent art exhibitions [23], which aim to
improve wellness in urban areas. The MOTUS software is
an important step towards making this type of art available
even in less wealthy areas, as it uses ubiquitous hardware
and it can foster a myriad of aesthetic ideas to be explored
by local artists.

All of these applications have guided several
transformations to the MOTUS’ backend. These trans-
formations aim at facilitating the customization, both by
artists and developers. We discuss these technological de-
cisions in the next section.

3. Motus Development

3.1. Technology stack

The first version of MOTUS was implemented using
JavaScript vanilla with a Webkit framework, which pro-
vides functionalities regarding using the webcam and the

client computer’s audio system. This framework has par-
ticularities for each webbrowser, and, due to security rea-
sons, its updates frequently change the API. This lead to a
difficult maintenance code, and quickly the MOTUS soft-
ware became malfunctioning and obsolete.

In this implementation, we use another frame-
work, p5.js [24], which provides similar functionalities as
those initially provided by Webkit. P5.js, however, has
a more stable API, which is maintained by the Process-
ing Foundation [25] and caters to a large community of
artists, programmers, and practitioners. P5.js also pro-
vides community-based support and a vast collection of
example-codes and libraries.

Although p5.js allows for a greater code stan-
dardization, there are some browser-specific behaviors that
must be accounted for. Different browsers might have
diverse security concerns regarding the use of some fea-
tures like video-cameras, microphones, audio reproduc-
tion. However, the current implementation of MOTUS, as
far as our tests comprised, is not harmed by these particu-
larities hence the system can be used in any major browser.

The application was deployed online using
Github pages (https://tiagoft.github.io/
motus/). This is especially interesting because it
facilitates continuous updates and uses the high up-time
provided by the service. Next, we discuss the new features
implemented for this development stage.

3.2. New features and variations

The update in MOTUS described here implements new
features that arise from decoupling the image processing
and audio synthesis ideas from the aesthetic proposals. As
seen in Figure 1, the new proposal does not provide an
aesthetic proposal of its own; rather, it simply models the
flow of information through elements that can be further
changed as it becomes necessary.
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Figure 1: Block diagram for MOTUS’ sound en-
gine. Movement is captured from pre-
defined rectangles within the screen
and the amount of movement is used as
a control parameter to the sound syn-
thesizer.

MOTUS still relies on acquiring movement inten-
sities in rectangles using a webcam video stream within
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a web browser, as seen in Figure 2. This concept is im-
portant because it allows the software to be deployed via
web and to be used with a hardware setup (webcam, lap-
top speakers, Internet connection) that is common for most
computer music enthusiasts.

Figure 2: Screenshot of MOTUS’ interface. On the
left there are buttons to change general
settings and rectangle’s settings. On
the right there are buttons related to the
save and load engine, and to the screen
settings.

However, its behavior was changed so composers
can create, configure, and delete them. Each rectangle has
an area (A), which is defined by its width J and height
I , and is placed in the screen at coordinates (x0, y0). The
movement within each area is calculated within each I×J
rectangle at each frame t using the grayscale pixel values
p[i, j, t], as:

m =
1

IJ

I−1∑

i=0

J−1∑

j=0

|p[x0+i, y0+j, t]−p[x0+i, y0+j, t−1]|.

(1)

The movement amount m is highly impacted by
characteristics of the webcam and by environmental fac-
tors such as ambient lights. Also, because of the averag-
ing factor 1

IJ , larger rectangles tend to reject more delicate
movements. These factors are accounted for by allowing
the user to configure a sensitivity factor α that scales m as
desired or needed by the composer.

Also, we modified the audio/music synthesis al-
gorithm so that it can be freely changed as to allow artistic
explorations. In the current version, users can change the
sound sample that is linked to each rectangle, as well as
its volume. The composer can use one of the predefined
sound samples or upload a sample of their own. The up-
loaded sample is stored in-browser, that is, it is not stored
in any cloud servers, which avoids server liability in any
copyright issues that might appear. These features can e
seen in Figure 3.

A global setting for the master volume was also
added, as seen in Figure 4, allowing a faster on-site con-
figuration. All of these modifications allow the program
to be used as a composition tool. This idea contrasts with
the earlier 2015 MOTUS, in which the whole system was
strongly linked to particular aesthetic choices such as the
sound production behavior and the motion capture design.

Figure 3: Screenshot crop showing MOTUS’ rect-
angle settings configuration buttons.

Figure 4: Screenshot crop showing MOTUS’ gen-
eral settings configuration buttons.

Furthermore, new minor components where
added to improve usability, like a full-screen mode, a “re-
set all” functionality (Figure 4) that removes all rectangles,
and a red flashing color within each rectangle that lights
up proportionally to the calculated movement m serving
as visual feedback, as seen in Figure 5. Lastly, we added a
save and load option, so that users can export/import their
creations as JSON files, allowing them to share their in-
teraction compositions or save them for later use (Figure
6).

Figure 5: Screenshot crop showing MOTUS’ vi-
sual feedback based on movement. On
the left there is a rectangle without
movement, on the right there is a rect-
angle with captured movement emitting
visual feedback.

18th Brazilian Symposium on Computer Music - SBCM 2021 111



Figure 6: Screenshot crop showing MOTUS’ save
and load settings configuration buttons
and a drag’n’drop area that allows users
to upload their own previously saved
files.

4. Discussion
In this work, we present a composition software based on
a previous audiovisual installation [10]. The composition
software untangles the aesthetic and poetic ideas from the
technical one, thus allowing quickly composing and cus-
tomizing a diversity of interactions. It does not require
installing specialized software or understanding program-
ming languages, which favors an easier learning process.

As such, we anticipate that composing interac-
tions can be useful in several contexts, many of them di-
verse from art itself. Table 1 shows some possible appli-
cations that can be directly fostered by each of the newly
added features.

We highlight that the creative use of each of the
features can diverge from our initial idea. As an example,
the customizable sound selection feature clearly fits the de-
velopment of social media pieces and interactive installa-
tions, but can play a major role in therapy, as the sound can
be changed to enhance the patients engagement.

An important aspect of this composition tool is
that it is entirely deployed using the Internet, thus users
only have to use a regular web browser. This is important

Features Applications
Save and Load Social Media

Customizable Area Selection Therapeutic Installa-
tions

Customizable Sound Selection Social Media & In-
teractive Exhibitions

Visual Feedback Therapeutic Installa-
tions

Modifiable Sound Synthesizer Therapeutic Installa-
tions & Interactive
Exhibitions

Sensitivity Modification Therapeutic Installa-
tions

Table 1: New features added to MOTUS and their
aimed applications.

because it prevents composers from having to install spe-
cialized software or learn complicated frameworks. Also,
it allows the audience to access artwork without necessar-
ily having to physically go to a specific location. Although
not mandatory (as the artist can simply develop an instal-
lation and run it on a physical site), the virtuality of this
interaction poses a vast field for developments and explo-
rations.

Virtuality in artwork has become especially im-
portant during the COVID-19 crisis, which calls for social
isolation, hence the use of telecommunication technologies
has become necessary. Hence, Motus 4 comes as a timely
tool to foster artistic and technical explorations during the
pandemics.

5. Conclusion
This paper discusses new technical developments to the
MOTUS engine, previously used in an audiovisual inter-
active art installation. It has been entirely ported to the
P5.js framework, which facilitates its development. Also,
we have added several new features, as requested by users
in a previous study [10], from which we highlight a mu-
sic composing tool that allows customizing the mapping
between movements and audio.

The workflow of our tool comprises of defin-
ing rectangles in a videocamera stream from which mo-
tion is captured, and then mapping this motion to con-
trol customizable sound production agents. This allows
to compose motion-based interactions that can be used
for audiovisual installations, both virtual and on-site. The
whole system executes within a web browser (https://
tiagoft.github.io/motus/), hence it is not nec-
essary to download and install any additional software in
the host computer.

In the future, we will aim at collaborating with
potential users of the engine to find new requirements.
Also, we will evaluate the impact of using MOTUS and its
underlying ideas in several contexts, including art instal-
lations, physical therapy, social media, and other possible
applications.
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