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Abstract. In this paper, we present using the Wizard of Oz
method to rapid prototyping machine learning features in
interactive artistic applications. Machine learning systems
often require time and resources until they were available
to be executed. But in the era of agile movement where we
have to test as soon as possible and in artistic solutions
whose scope initially perhaps be unclear, there is a need
for a way to fast testing hypothesis. We also briefly de-
scribed Ama, a system for adult ballet training at home,
which served as a proof of concept of our strategy.

1. Introduction

Machine learning is very often used in several applications,
e.g. making predictions or to creating art. Although the
design and implementation of systems that use it remain
a contemporary challenge not only for developers but for
designers too [1]. Machine learning classification tech-
niques usually require a certain amount of data and time to
train and tune the algorithms [2]. This scenario is consider-
ing they already had good datasets to use these techniques,
which is not regularly the case.

Despite few datasets available for specif domains,
artists so much as developers could not knowing in ad-
vance the final goal of the application and every step
needed to get there. In recent years, with the ascending
of agile movement and lean innovation, there’s a need to
rapidly test and evaluate solutions in the early stages of
development to avoid wasting resources. It’s expensive
waiting for the full development of machine learning al-
gorithms to get some feedback and we need to think in
ways, with help of design techniques, to overcome these is-
sues, for example, with participatory design [3]. Although
there’s no consensus about the prototyping method for ma-
chine learning experiences [4], in the case of interactive
artistic applications we are investigating the use of the Wiz-
ard of Oz strategy to emulate machine learning features.

This paper is organized as follows: In Section
2 we discussed the ascending use of machine learning in
artistic solutions, the issues around the use, the culture of
lean innovation, and the Wizard of Oz method. Section 3
presents where we applied our approach, Section 4 was to
describes it and in Section 5 we discuss what we learned
through the process. We end this paper by outlining some
limitations of the proposed approach and the hopes for the
future.

*Supported by CNPq.

2. Background
Artists could benefit from the use of machine learning in
their works using it in innovative ways. Now we have
commercial software in the field of music AI to help in
producing music without the need for music technologists
to code. However a survey showed these people were a
little skeptical about the current state of music AI but pos-
itive looking forward to the future of this field and many
of them had built their own solutions using Python, Su-
perCollider, and Max/MSP [5]. Immersive experiences in
mixed-media installations like Where Is The Quiet? [6] use
machine learning to motivate individuals to relax, evoking
meditative states of consciousness, and this kind of envi-
ronment could support humans and provide new ways to
appreciate art. Machine learning techniques are used in
pose and gesture recognition, e.g., to support ballet train-
ing [7].

Machine learning algorithms improve through ex-
perience [8]. In general, they follow a well-established
procedure: given a dataset, features were selected and ex-
tracted, these inputs were sent to the algorithm to train,
some adjustments were made and the algorithm was ready
to be used. It doesn’t matter if it is a supervised, semi-
supervised or non-supervised algorithm, these steps are al-
most the same as illustrated in Figure 1.

Figure 1: Machine learning process

In machine learning, it’s fundamental to have a
dataset to train your algorithms. Although we have some
datasets available like ImageNet [9] for the computer vi-
sion field and efforts to develop platforms of openly avail-
able audio datasets to music computing like Freesound
[10], they are not domain-specific and don’t work for ev-
ery application. Even though there are a few efforts to cre-
ate APIs to support interactive machine learning, it doesn’t
solve the problem of not having time to create a very ro-
bust dataset to train machine learning algorithms. Research
to explore the machine learning API design facilitating the
usage for every kind of user didn’t point out the problem of
creating the dataset in a rapid prototyping approach [11].

Feature extraction is not a new problem and have
been investigating for several years [12] and is complex
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and time-demanding [13], [14], [15]. We have different
types of features, to know - low, mid, and high-level fea-
tures. In Camurri et al.’s work, we can see the mapping of
low and mid-level features into sonification and they pro-
pose other high-level features to enhance the expressive-
ness [16].

However not every artist knows how to code and
even she/he does, machine learning algorithms are very of-
ten time-consuming in terms of training classifiers and cre-
ating datasets. A priori, it’s common to the artist doesn’t
have a clear idea of what she is going to do, it is an ex-
ploratory approach. Buxton (1997) [17] states that the
artistic spec on design level is the hardest and the most
important one, this implies a need for rapid prototyping to
not waste an amount of time on something already diffi-
cult. The needs of lean innovation approach are required
in this era of Industry 4.0 with artificial intelligence tech-
nologies and connected devices and it will remain rele-
vant for the next era, Industry 5.0, of close cooperation
between humans and machines with cognitive computing
[18]. There are some clues that the Wizard of Oz might
be a good method for prototyping machine learning expe-
riences, however, it was not tested with users yet [19].

Wizard of Oz consists of a low-fidelity prototyp-
ing method where the human, known by the wizard, sim-
ulates the software’s response and it is used in prototyping
AI systems too [20]. In this method, the users believe that
they acting with a real working system, but it’s only a hu-
man controlling it. Back in time, the use of Wizard of Oz
simulations is well known in human-computer interaction
in natural language. It was not easy to acquire high-quality
empirical data in some cases, then the Wizard of Oz is a
way of dealing with it. One of the uses of this strategy is
to overcome the computer’s limitations. Humans are not
machines so they might have issues regarding timing and
consistency. Therefore, to make this difference small as
possible environments could be built for conducting exper-
iments [21].

3. Ama: adult ballet training at home
We proposed Ama: treinos feitos para você to help bal-
let dancers to train at home without a teacher. The goal
is not to replace the teacher, Ama’s main objective is to
assist adult students in practicing out of the dance studio.
Taking into account their own needs, providing automatic
feedback.

The process to create Ama was very interactive
and we made use of participatory design[20], always talk-
ing with ballet dancers, designers, and programmers. More
than 25 dancers participated in the process and it is still a
work in progress. We needed to understand our target au-
dience, integrated them into the design process, and figure
out how to build a good solution together without wasting
much time on technical issues. We did not know all the
requisites that our system requires, we can only perceive
it when we test it, show it to the users, and receive their
feedback - emphasizing the need for a rapid prototyping
approach.

Ama is a very complex system that requires many
steps until it’s fully developed and ready to be used. At first
glance, we mapped seven main modules, to be said: track-
ing, recognition, recommendation of ballet steps, calibra-
tion, evaluation, feedback, and demonstration. Every mod-
ule has its own challenges to be implemented and tested.
Tracking and recognition, as a major important part, could
be simulated by our proposed approach and we could be
further in our research without spending time creating the
dataset and training the machine learning to recognize the
skeleton and the joints status.

The prototype of our system, using Wizard of Oz
to emulate the machine learning features and an expert sys-
tem to provide automatic real-time verbal feedback, was
tested by 19 adult ballet dancers. They had two sessions
one week apart and each person performed five ballet steps
each week. Participants were asked to answer a question-
naire with five questions on the Likert scale to evaluate the
received feedbacks and after that, they were interviewed.
The interviews were transcribed and analyzed later. The
results indicate the system’s feedback was relevant (con-
sidering aspects like information, reinforcement, motiva-
tion, analysis, and critical thinking which are the functions
of feedback [22]) and participants are excited to use it in
real life.

4. Wizard of Oz applied in feature
extraction

As a result of time restrictions and not knowing the full
ultimate goal of the experiment in advance, being an ex-
ploratory work, the need for rapid testing our hypothesis,
as well as a proof of concept, made us use the Wizard of
Oz’s approach to emulate the machine learning features
which will be required to our system. Our case is the adult
ballet scenario that hasn’t, in our prior knowledge, no spe-
cific domain dataset.

As we stated earlier, it’s time-consuming to create
a specific domain dataset from scratch. Due to the coron-
avirus pandemic (COVID-19) in 2020, Brazilian studios
of dance were closed and we couldn’t have easy access to
the ballet dancers - which made it even difficult to create
a dataset. In gesture recognition the goal is, given a per-
son often represented by a skeleton, to identify the action
made. We were inspired by skeleton’s representation made
by Kinect [23] and Android ML Kit1.

The Wizard of Oz strategy is commonly applied
to simulate the whole system by a person. But, in our case,
the use of this technique was only a part of the full proto-
type as we can see in Figure 2. Applying the Wizard of Oz
technique is an often approach in design, especially in the
conception of the prototype. However, here we are sug-
gesting the use of a very technical part usually designated
to programmers or people with consolidated coding skills.

In order to provide relevant real-time feedback,
specific features needed to be extracted when the ballet

1https://developers.google.com/ml-kit/vision/pose-detection
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dancer was performing. We developed an expert system
based on rules to provide corrective and value verbal feed-
back. Features extracted using Wizard of Oz were the input
of this system which gives the automatic feedback. Using
this approach we can, with much less effort, rapidly proto-
type, test our hypothesis, and validate the system.

Figure 2: Our use of Wizard of Oz

Our wizard was responsible to enabled or dis-
able the checkbox and click on the correct radio accord-
ing to the execution of the step demonstrated. The check-
boxes were: right step, right side, right arms, right head,
stretched foot. The radios were: En dehors (en dedans, lit-
tle open, open, very open), Posture (aligned, misaligned),
Leg’s extent (not applicable, low, mid, high), Elbows (not
applicable, low, right, high) and Shoulders (tense, relax).
They represented the features that we were willing ma-
chine learning extracts.

The application was in real-time, the wizard must
send it many times to reflect the changes made by the
dancer over the time of performance. Every feature was
pre-defined and the evaluation was taught to the wizard so
she could judge based on the same parameters all the exe-
cutions. In Figure 3, there is the interface manipulated by
the wizard while she is seeing the dancer’s performance.
Of course, because the feature extraction relies on the hu-
man operating the machine, feedback timing is influenced
by the wizard’s skills sending the status to the system.

5. Discussion
The use of machine learning is increasing in computing
and in the intersection field of art and technology too. But
we can put more effort to make a dialogue between the
technical side and the design side, which is so important
in experimental artistic solutions. Here we are proposing
the use of a very useful design technique - the Wizard of
Oz -, an old friend of us in the field of human-computer
interaction to discover new horizons in the field of machine
learning. However, we are not simulating the whole system
as we have seen before, but the technique is playing an
important role as a part of a major process.

Indeed in our case, the machine learning features
that we are emulating were based on the current knowledge
about human skeleton recognition and tracking. We did not
mean to propose something far away from the reality or the
current state of the art - which would not necessarily mean
a problem if it were. So we spent a little bit of time think-
ing and organizing what informations we wanted to extract

Figure 3: Interface manipulated by human to em-
ulate the feature extraction

from the skeleton and formalizing them to be understand-
able for the wizard.

The system, an expert system based on rules, did
not take too long to be implemented. We used Python lan-
guage with the help of PySimpleGUI2 to create the inter-
face operated by the wizard. Most of the current machine
learning applications are implemented in python, which is
why we choose it - to make it easier in the future to inte-
grate our solution with a real machine learning algorithm
to extract the skeleton features. Our goal was to test our
hypotheses - mapping some skeleton features to give use-
ful real-time verbal feedback - and this approach was the
way to rapidly prototype the system without the creation
and training of a domain-specific dataset.

Time restriction and the difficulty to create a
dataset from scratch were critical aspects that lead us to
choose this approach, but they were not the only ones. We
can go further. We need to think of new ways to approx-
imate artists - and even programmers - who do not know
how to build a very robust and reliable machine learning
algorithm. Show them that we have ways to collaborate,
and in the very beginning, there is no need to worry about
such technical issues. We can go beyond it and test and re-
test our artistic solutions. Solutions with machine learning
sometimes are seeing as a big technical challenge, and in
fact, they are. But we can not let it stop us. We can over-
come this challenge in the early steps to make us free to try

2https://pysimplegui.readthedocs.io/en/latest/
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and test and make mistakes in the beginning.

6. Conclusion, limitations and future
work

We presented a fast, easy and innovative way to prototype
systems that made use of machine learning. This strategy
could reduce the technology gap for people who do not
want to waste much time implementing machine learning
systems and focus more on the result instead of the tech-
nique. But, in terms of this work’s limitations, maybe the
person who emulates the machine learning features might
be a little greedy and the feature extraction simulated were
not in the granularity desired when it comes to real imple-
mentations - which is not necessarily a bad problem be-
cause it may push through the limits of the state of the art
of machine learning techniques.

It’s important to recall many questions are still
open and many research opportunities are available. This
paper only states the first step of a whole recognition sys-
tem. We intend to implement machine learning algorithms
that our Wizard of Oz strategy emulated. If we could track
accurately human skeleton joints using an RGB camera,
we will use it to train these algorithms and provide use-
ful feedback. The correct tracking can be suitable for oth-
ers problems that deal with gesture recognition too. We
are looking forward to seeing other researchers in this di-
verse field making use of this method to overcome machine
learning issues and making a lot of contributions in artistic
areas.
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