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Abstract. Time is one of the most relevant aspects when we model contextual 

variability. The temporal perspective guides the modeling of context-aware 

systems. Despite natural and consensual perception of time, the integrated 

modeling of its dimensions for developing context-aware software is a recent 

theme of study. The Past is stored in Contexts Histories, the Present is 

modeled through Profile Management and the Future is anticipated using 

Context Prediction. This article discusses the modeling of these three 

dimensions in the context-aware systems, indicates challenges to each 

dimension and proposes a system architecture to manage the contextual 

variability on multi-temporal systems. I believe that this text can be a seminal 

article to stimulate and guide future researches on temporal aspects of 

computational environments.      

1. Introduction 

Approximately 25 years ago, Weiser [1991] introduced the concept of Ubiquitous 

Computing. Ten years after, Satyanarayanan [2001] reinforced the concept through a 

more concrete perspective entitled Pervasive Computing. Also, in 2001, Dey, Abowd 

and Salber [2001] proposed their classical definition of Context. Currently, context-

aware systems have been used in a diverse range of knowledge areas, such as, health 

[Vianna et al. 2014] [Vianna et al. 2019], well-being [Vianna and Barbosa 2017], 

competence management [Rosa et al. 2015], learning [Wagner et al. 2014] [Larentis et 

al. 2019], commerce [Barbosa et al. 2016], accessibility [Barbosa et al. 2018] and 

agriculture [Souza et al. 2019]. 

     The contextual variability modeling creates software that is aware of contexts’ 

changes to adapt its execution. The dynamics of contexts is inherently related to time 

and so, temporal information naturally guides the modeling of contextual changes. In 

this sense, three dimensions should be considered. The past has the collection of 

contexts experienced by an entity. This sequence of past contexts is called Contexts 

History [Rosa et al. 2015].  

     The present is the current relevant characteristics of an entity. The present is not only 

represented by the current context, but by the accumulated experience in the past 

contexts. The present of an entity is always changing, deriving from the past contexts. 

This dynamic description of an entity is its Profile which is captured through a strategy 

called Profile Management [Wagner et al. 2014]. The future is composed by contexts 

that have not yet occurred. Context Prediction [Rosa et al. 2016] uses different 

strategies to forecast likely contexts. This information is valuable to prepare a system to 

promptly adapt to complex situations that could not be processed in real time.  



  

     A multi-temporal context-aware system [Rosa et al. 2015] uses the three dimensions 

to treat in an integrated way the contextual variability. The use of past, present and 

future allows the systems to make intelligent decisions based on complete information 

about users’ contexts and their variability.  

     This article is organized in six sections. Section two discusses the aspects related to 

the past. Third section approaches the present, discussing aspect of profile management. 

Section four focuses on the future, mainly considering the context prediction. Section 

five proposes the system architecture to manage the multi-temporal context awareness. 

Finally, the last section presents conclusions and indicates directions of future works. 

2. The Past: Context History 

The storing and use of past information in computational systems is not new. On the 

other hand, the study of strategies to systematically store contexts for further use can be 

considered recent. One of the main applications of contexts history is to personalize 

services and contents according to the users’ previous choices [Silva et al. 2010]. 

     Figure 1 shows a context history in a context-aware competence management system 

[Rosa et al. 2015]. Contexts are stored in intervals forming a chronological sequence. 

The general idea is the same for all applications with only two differences. First, the 

interval at which the context is saved depends on the application. The contexts of a 

patient in an ICU should be stored more frequently than contexts of containers on a 

cargo ship. Second, the context model is specific of each application. 

     Figure 1 exemplifies a model to context-aware competence management system, 

even though, this model would be different for other domains. A current trend is to 

focus on well-defined domain representation to context models through Ontologies.   

The following challenges emerged: 

• Is it feasible the use of a generic software framework to manage contexts 

histories? I believe the answer involves multi-domain ontologies of contexts and 

generic services to consult the histories [Silva et al. 2010];  

• Can the storing of contexts be adaptive considering the contextual variability? 

Could the intervals and the contextual information be adapted according to the 

dynamic interests of the application? The recording of physiological signals 

should be accelerated if a critical situation was detected in a patient. Perhaps, the 

storing can be turned off at certain moments of the day, for instance, when the 

user goes to bed. How to model the strategy to adapt the storing of contexts? Can 

the contexts history already stored be used to decide the adaptation? 

• What strategies do you use to manage a large database of contexts histories? 

This question assumes even more relevance when we consider that this database 

can store enormous amount of information, for example, complete lives of 

people or a large number of histories in smart cities. When and what contexts 

should be discarded? Maybe the best solution is not to discard contexts but 

compact them after some time. Nonetheless, if we access them, uncompressing 

the information will affect processing time. 



  

 
Figure 1. Contexts history management. 

3. The Present: Profile Management 

The present context of an entity can be instantly described by its current context. 

However, if we have its contexts history, the present representation can be richer 

because we can use the past to describe the present as a Profile [Wagner et al. 2014].     

Profiles are dynamic summaries of relevant aspects inferred through the contexts 

history. Profiles are always updated and can be used to summarize contextual variability 

and to personalize the software. Figure 2 exemplifies the profile management through 

inferences rules updating aspects in a profile.  

     Personalization involves programs, which learn patterns, habits and preferences of a 

user, allowing the user modeling. This kind of application organizes its knowledge in 

User Profiles and the profiles are described in User Models. It is suitable to generate 

profiles through inferences on contexts histories, because histories are usually very 

dynamic, and inference rules propagate this dynamism to profiles. The current studies 

indicate some challenges: 

• Is it feasible to use a generic framework to manage profiles? If so, systems could 

manage only the contexts histories and outsource the profile management 

[Wagner et al. 2014].  

• How to explore the dynamicity provided by profiles based on contexts history? 

First, how often a manager should infer on contexts history to update the aspects 

of a profile? The aspects themselves can change based on rules used to update 

the user model. How to manage this aspects update? 

• Can the contexts history be used to tune the refresh interval of a profile 

according the characteristics of the application? 

 
Figure 2. Profile Management using inference rules applied to contexts histories 



  

4. The Future: Context Prediction 

If we can predict a future context of an entity, we can adapt the system to be prepared 

for specific situations. The use of contexts histories to infer future contexts is called 

Context Prediction [Rosa et al. 2016]. 

     Prediction is not a new area in computing. The emergence of studies related to 

contexts histories has stimulated studies of context prediction. In the future, we will 

have large contexts histories of several entities and then, this information will allow a 

significant improvement in the context prediction. Besides, not only the history of an 

entity can be used to infer its future. If we have a great number of contexts histories, we 

can compare them to context prediction. In this sense, one of the most promising 

strategies is the similarity analysis of contexts histories [Wiedemann et al. 2016] (see 

Figure 3). Context prediction faces interesting challenges, such as: 

• How to model the contexts histories to accelerate the prediction? Ontologies 

lighten the modeling and storage of contexts histories, though, the processing 

cost can make it unfeasible to compare a large number of histories during a real 

time similarity analysis;  

• Is it possible to create a generic system to manage context prediction based on 

contexts histories, providing prediction services to other systems? If so, how can 

we treat the problem that there is no ideal strategy for all scenarios of prediction 

[Rosa et al. 2016]?  

• The similarity analysis compares only two contexts histories. If we expand this 

strategy to compare several histories at same time, will it be possible to predict 

patterns and future trends of entity groups?  

5. Multi-temporal Context Awareness 

The integrated treatment of time dimensions allows a multi-temporal contextual 

variability modeling [Rosa et al. 2015]. A common sense is to consider the variability in 

the future direction, that is, contexts change as times goes by. However, if we have 

contexts histories, variability may be for the past, and we can make an entity return to an 

earlier context.  

     An intelligent airplane can detect that its current context is unsafe, returning to a 

previous context that it learned was safe in the current flight conditions. An audit system 

can return through a contexts history to determine in what context started the problem 

that is being audited. A multi-temporal context-aware system uses the time dimensions 

to adapt its execution to better achieve user goals.  

     Figure 4 shows a system architecture to manage the contextual variability on multi-

temporal systems. The applications interested in multi-temporal variability store locally 

their contexts history and regularly send this piece of history to the server. In addition, 

applications implement their engine using contextual variability services provided by 

the server. The server has modules to manage each time dimension (managers for the 

past [Silva et al. 2010], present [Wagner et al. 2014] and future [Rosa et al. 2016] 

[Wiedmann et al. 2016]) and a database to store profiles, complete contexts histories, 

context models and entity models.  



  

 
Figure 3. Profile Management using inference rules applied to contexts histories 

     The services implement generic functions to manage multi-temporal aspects, such as, 

register of entity models and context models, update of contexts histories and queries to 

obtain profiles, predictions, past contexts or pieces of contexts histories. Studies on 

multi-temporal systems are recent, so there are relevant challenges: 

• How to model the return to the past using contexts histories in cases where 

contexts are related to the physical world which sometimes cannot be recovered? 

• What performance problems emerge in a system like the one shown in figure 4 

when we have several applications that require adaptation in real time? 

• If inferences on contexts histories allow updating profiles, can context prediction 

be used to infer future profiles? 

     The integrated treatment of temporal dimensions in computer systems has always 

been considered a challenge. However, the consolidation of the context-aware systems 

allows the use of contexts as management unit to record the past, determine the present 

and predict the future. The modelling of multi-temporal contextual variability integrates 

the human perception of the time dimensions and the development of powerful adaptive 

systems. We are at the beginning of the challenge, but the history so far allows us to 

predict a promising future. The next subsections discuss the time dimensions and 

summarize the modules proposed to concrete each one of them. 

5.1. Contexts history manager (past) 

Rosa et al. [2016] discussed basic aspects of context awareness and strategies used to 

best use it. The authors argue that context-aware architectures which use not only 

present contexts, but also measurements of the past, need to store visited contexts for 

further use. This information from past contexts related to an entity is called its context 

history [Hong et al. 2009] [Ciaramella et al. 2010]. Some works refer to this history as 

trail [Silva et al. 2010] [Rigo et al. 2015].  

     Some works focus on life logging [Smith 2008] [Doherty et al. 2011] [Sellen and 

Whittaker 2010]. Their main purpose is to enhance human memory by using the 

capabilities of computers. Other works approach the use of contexts histories in the 



  

decision making process [Ciaramella et al. 2010] [Hong et al. 2009] [Baur et al. 2010]. 

Dey et al. [2001] also briefly described the importance of using history in decision.  

     The Context History Manager is based on the UbiTrail model [Silva et al. 2010]. 

Studies related to this model evaluated the value of considering users’ past actions 

performed in the contexts visited during a period, such as, the activities done, the 

applications used, the contents accessed, and any other possible data [Rosa et al. 

2015][Silva et al. 2010][Rigo et al. 2015]. This information helped to improve the 

distribution of content and services in context-aware environments, because applications 

were using an additional and more complete information source. In other words, 

applications started using contexts histories in conjunction with the current context 

information and users’ profiles to take decisions [Wagner et al. 2014][Silva et al. 2010].  

5.2. Profile manager (present) 

Wagner et al. [2014] argued that for an application to adapt itself effectively to users, it 

is not only important to know the history of contexts visited by them, but to understand 

who the users are – that is, what are their relevant characteristics. This kind of 

application organizes its knowledge about a user in User Profiles [Waner et al. 2014]. 

The profiles are stored in a format called User Model [Fischer 2011]. 

     Furthermore, the ubiquitous computing indicates that systems should become 

increasingly invisible to their users [Weiser 191]. However, a system can only become 

invisible if it is proactive, and can only be proactive by knowing the user 

[Satyanarayanan 2001]. Wagner et al. [2014] affirmed that for a system to know its 

users, it must know the user histories [Silva et al. 20108], understand the contexts in 

which they are inserted [Dey et al. 2001], and be able to process this set of information 

into user profiles [Wagner et al. 2014] [Fischer 2011]. 

     In this sense, the Profile Manager is based on the eProfile model [Wagner et al. 

2014]. This model is a ubiquitous profile manager of generic domain oriented towards 

distributed environments, with inter-system interoperability. eProfile infers profiles data 

through analysis of contexts histories of entities, following rules defined by the own 

entities, and provides data inferred to be used by different applications. These 

applications can register entities’ actions in contexts histories and infer profile 

information from these histories, using semantic interoperability; thus allowing different 

applications to share information and infer a unified profile. 

5.3. Context prediction manager (future) 

Rosa et al. [2016] affirmed that with the use of the users’ current contexts (present) and 

their contexts histories (past), applications already have a reasonable information source 

to base their decisions. Nonetheless, in order to become proactive and act before the 

context has actually changed, future contexts have to be predicted [Konig et al. 2011]. 

This has motivated researchers to study the use of another temporal aspect; the future 

[Sigg 2011]. The obtainment of the users' future contexts is made through predictions 

techniques. Based on users’ histories and current contexts, algorithms predict the 

contexts that probably will describe the users’ future situations [Sigg 2010].  

      Researches have explored prediction in various kinds of applications, such as trends 

of stocks [Ballings 2015] and failure in software [Bala and Chana 2015]. A research 



  

trend focuses on context prediction. Burbey and Martin [2012] organized and discussed 

works dedicated to predict personal mobility for location prediction. In addition, Lee 

and Lee [2012] use the location prediction to support ubiquitous decision support.     

Rosa et al. [2016] highlighted recent studies that discuss and classify works in research 

topics related to context prediction, such as anticipatory mobile computing [Pejovic and 

Musolesi 2015] and prediction in pervasive computing [Ameyed et al. 2015]. These 

surveys present and compare context prediction techniques and propose solutions, 

particularly highlighting challenges and opportunities associated with this research field.  

Pejovic and Musolesi [2015] indicate the treatment of privacy and anonymity as a 

challenge in research related to anticipatory mobile computing. Ameyed et al. [2015] 

state that another research challenge is the lack of general approaches for dealing with 

context prediction and, specifically, to allow automatic adaptation using context 

prediction.  

     The Context Prediction Manager is based on the Oracon model [Rosa et al. 2016]. 

Oracon is a generic model that adapts itself in order to apply the best prediction 

algorithm in a particular case and situation. This adaptive approach is the main 

contribution of this work and differentiates the proposed model of other related works. 

In addition, the model supports important features of ubiquitous computing, such as 

context formal representation and privacy, which are not well explored by other works.    

The main strengths of the proposed model are the flexibility allowed by the automatic 

selection of the prediction method and also the generic context information made 

possible by the formal representation. These features make the Oracon a generic model 

that can be used by any kind of context-aware application. On the other hand, its main 

weakness is related to performance constraints. Oracon selects the best prediction 

algorithm using a ranking obtained by testing all algorithms in a piece of contexts 

history provided by the application. This strategy may result in a high load processing 

and limit the feasibility of the proposal in real environments. 

6. Conclusion 

This article focused on a trend in context-aware systems, namely, the treatment of multi-

temporal aspects on contextual variability. The text discussed each time dimension, 

mainly indicating challenges related to each one. Besides, the article proposed an 

architecture to manage the contextual variability on multi-temporal systems.  

     The main contribution of this work is to highlight the challenges and trends in this 

emergent topic. Through this study, researchers can take the next steps in creating multi-

temporal systems based on contexts. 

     Future works can improve this study. Firstly, a systematic mapping study can be 

conducted to determine the researches related to context history focusing on research 

questions exploring as the works applied the time dimensions to solve problems using 

context-aware systems. A second work can apply the proposed architecture to solve real 

problems, allowing to evaluate the impact of this technology in computational 

environments. 



  

 
Figure 4: Model to manage the contextual variability on multi-temporal systems 
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