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Abstract

The most basic questions that researchers mus¢ssldrhen introducing a new process or
technique are what is the intended effect of thatgss and can that effect be demonstrated
empirically. As the understanding of a procesgmsses, researchers become interested in
more sophisticated questions about a process bnitpge, such as studying the relationship
between a particular type of variable and the gutof the process. Quite often, researchers
will find few, if any, studies in the literatureahexplicitly identify and analyze the effects of
potential variables on the process. This papgrgees a methodology to aid in performing a
literature search to be used as a basis for negargs into these types of variables. The
methodology provides guidance on making use ofrgelaange of studies from which to
extract potential variables. Throughout the paplee, methodology is illustrated with a
specific example. The example focuses on seardbingariables that deal with individual
variations among software inspectors that affeetrtherformance during an inspection. At
the end of the example, after following the stepshe methodology, a list of potential
variables among software inspectors is identifiétle paper concludes with the next steps to
be taken concerning the identified variables ambtiyeses.
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1. INTRODUCTION

The most basic questions that researchers muséssldrhen introducing a new process or
technique are:

1) What is the intended effect of that process?
2) Can that effect be demonstrated empirically?

These questions form the basis for most early eoapistudies on a process or technique.
But, once researchers have demonstrated the piteniccess of the technique certain
applications, more sophisticated questions arigeatidress possible variations in the results
achieved and the identification of other variabteat impact the effectiveness of the

technique, e.g., process experience or domain lgunel of the technique user, or tool

support for the technique.



To address these more sophisticated questiongyrobses are often interested in studying the
relationship between a particular type of variabiel the outcome of the process. Before
proceeding with formal experimentation, a literatwsearch should be done to identify
potential variables and what effect they might have literature search might reveal a set of
studies that have the goal of directly analyzingaable of interest. If a sufficient number of
studies are found, the researcher can use metgsangdchniques to combine the results of
the prior studies to gain a better overall undediteg of the variables.

More often, the researcher will find few, if anyudies that explicitly identify and analyze
the effects of these potential variables. Howetlggy might find studies where a variable
was discussed, was studied but did not show asstally significant effect, or was
hypothesizeda postiori to have affected the result. So, before procegdiith their own
research into these variables, the researcher smaithis literature as a basis upon which to
build effective hypotheses for more focused ingzgitons. This paper provides a
methodology to follow when doing a literature séaas a basis for study of variables that
were not the primary target of interest in prioudsés. An assumption is made in this
methodology that some body of literature existcdbmg studies on the process of interest,
but little or no literature exists describing seslbn the effects of the specific set of variables
of interest on the chosen process.

2. SOFTWARE INSPECTION EXAMPLE

The search for variables affecting the softwarpéetion process will be used to illustrate the
steps of the methodology. A software inspectiom istatic analysis of a software artifact
(requirements, design, code, etc...) to ensure thksepce of some quality characteristic.
Inspections are normally geared towards findingedest i.e. places where the artifact does
contain the information that it should. An inspeatwas originally defined to consist of a
team of inspectors who spend some time individuayewing the artifact and preparing for
an inspection team meeting. After each inspectar grepared, the team meets together to
inspect the artifact and record any defects traf@ind. That list of defects is then returned
to the document author for further action [13]. isTbriginal idea has been modified in
various ways, such as putting more emphasis onirttiwidual preparation, or holding
multiple team meetings, but the basic idea remi@same.

Because many studies have been conducted by meuftigkarchers to investigate various
aspects of the software inspection process, tlseaebody of knowledge in the literature on
the process. Furthermore, inspections have beewrstio be a useful tool in reducing

defects in software artifacts [6], so further stseégking to improve process is warranted.

2.1 Context Variables in Software Inspections

While there has been much study done on the sddtimapection process, there are still some
variables that have not been addressed. Mostrofsea software inspections has focused
on the organization of the inspection process,uiticlg the presence or absence of a team
meeting [23, 28], the number of inspectors or thecation of artifacts among the inspectors
[18, 20], and even specific techniques for usenojvidual inspectors [3, 27]. But, there has
been little study focused specifically on the effenf the context within which the inspection
is conducted. This context includes both the plasienvironment and the inspectors
themselves. While not studying the context variglftgmally, some studies have indicated
that this context can have an effect on the outcohtiee inspection.



For example, in a study conducted to understanttieasing the size of the inspection team
or the number of inspections performed could irneeethe effectiveness of the inspection, the
results showed that the variables had little eftecthe outcome of the inspection. But, the
researchers noted a large unexplainable variatioimé performance of the inspectors and
teams, which led to further investigation into thputs to the process. The conclusion was
that the inputs to the inspection process, inclgdhe artifacts and the inspectors, had the
largest impact of any variable on the outcome efitispection [25].

Researchers who conducted a study to understanthevh@dividual inspectors who were
inspecting a requirements document using a spdciGehnique were more effective than
those using an ad hoc procedure came to a sinolalasion. A family of scenario-based
reading techniques called Perspective Based ReadBdr), in which each inspector
assumed the perspective of one of the stakeholofethe requirements document, was
evaluated, in the context of NASA, to determine dmnefits a structured and focused
technique for reviewing requirements had over tbemal technique used by the NASA
engineers. The results of this study showed tled¢ad detection effectiveness, i.e. the
number of defects found, increased using the PBRnigue over the usual technique. In
addition, there was some indication, though notistteally significant, that individual
variations among inspectors, including their exgeee, had an impact on the number of
defects they found [3].

2.2 Individual Variation among Inspectors

Previous experimental work has been done to uratedsand improve software review and

inspection procedures with respect to defect deted8, 16, 20, 22, 23]. Inspections have
been shown to be an effective tool for defect datrdn software artifacts. It has been

reported that inspections can help find betweerart 90 percent of the defects present in
software artifacts [6,14]. But, studies often n¢@olarge variation between the performance
of the least effective inspector and the performasfche most effective inspector.

For example, studies conducted to measure thetieffaess of individual inspectors in

finding defects reported wide variations among scitgj. In one study, the percentage of
defects found ranged from 10% by the least effedtmgpector to 90% by the most effective
inspector [3], and in another it ranged study fr2@% to 70% [19]. Furthermore, a study
measuring the effectiveness of inspection teamweatidhe least effective team finding 22%
of the defects and the most effective team findid§o of the defects [24]. These wide
variations in effectiveness could not be explaingdariations in the inspection process.

2.3 Importance of Studying these Variables

The above studies suggest that there are variabhes than the process used that affect
inspections. The presence of these variablesogrstboth by the quantitative variation in
performance, discussed above, and by the quaditatliscussion often provided by
researchers describing their experimental desigdgesults. Researchers make a, sometimes
implicit, identification of variables through thationale behind the choices made during the
planning of studies and/or the explanations giverthie discussion of their results. For
example, in some studies, to reduce the potentiglact of a confounding variable,
researchers will group subjects based on an asgmhiat one or more context variables
could affect the outcome, but their goal is notstecifically study the effects of these
variables. On the other hand, often when resees@re discussing their results, they explain
unexpected results by hypothesizing about the poeser absence of context variables.



Again, these variables are generally not speclficisted in the study, but are implicitly
identified by the researcher as having some impache results of their study.

3. MOTIVATION

The first step in any new research, including tearsh for variable about a process, is to
search the literature for previous work done onttigc. When such a search uncovers a
series of studies that have already been conductddvestigate the set of variables of

interest, the researcher has a solid basis on whiduild his research. But, when such a
literature search yields few or no studies condiid¢te understand the set of variables of
interest, the task of finding a solid basis on whto build the research becomes more
difficult. The methodology described in this papan help the researcher who finds himself
in this situation.

3.1 Overview of Methodology

The methodology for searching the literature désctiin this paper is part of a more
comprehensive, global methodology used in the imyatson of the impact of variables on
the outcome of a process. The global methodolsggaised on concepts that have been
useful in other fields of study, such as Sociolegyg Psychology, from an approach called
Grounded Theoryf17]. In a grounded theory based methodology,obiygses are formed
both top-down, from existing theory, as well asttot-up, from empirical data. The global
methodology is a two-part methodology that has bgtmlitative and quantitative
components. The first part of the methodologyoiscerned with hypothesis generating. This
step uses the grounded theory concepts to idewdifiables and hypotheses of interest by
combining a literature search with qualitative apdintitative analysis to identify variables
and then refine those variables into specific wafpported hypotheses. The second part of
the methodology is a hypothesis-testing step tlsas uthe more traditional concepts of
empirical studies, but draws the hypotheses tesied from the output of the first step in the
methodology. A complete description of the methody can be found in [7].

3.2 Focus of this paper

This paper focuses on the first part of the fitspsof the methodology, the identification of a

list of variables that can later be refined intqpbgheses. While there is much research
describing various empirical methods for testingdtheses, there is little research providing
guidance on identifying relevant variables and higpses to be studied. The remainder of
this paper provides a methodology for identifyihg variables using a literature search. The
methodology is illustrated throughout with an exémp

4. METHODOLOGY

This section describes the proposed methodologgdorg the literature search, along with
an example. Section 4.1 introduces some termigokoyd notation used to explain the
methodology. Section 4.2 provides the detailhefrhethodology for searching the literature
along with an example based on the search forhlasaconcerned with individual inspectors
in the software inspection process.



4.1 Notation used in Methodology

This methodology can be used to search the literdtr information about a set of variables
such that:

(variablesx;) affect the (outcomg) of (proces$) in a (positive/negative) way

WhereX, the set ok; (i = 1, .. n) is the set variables the researcher is intereststudying,

Y, the set of; (j = 1, .. m), is the set of measurable outcometh®fprocesg that have been
chosen for study. The set of variabl&smay be initially bounded based on the researcher’s
expertise to limit the scope of the literature sharin the software inspection example:

p = “software inspections”
y1 = “number of defects detected during an inspettion
The setX has been bounded to include variables about thatiees between inspectors.

4.2 Literature Search Methodology
Goal: Define an initial list of variables and hypotheses

Inputs: The processp, an initial idea ofy;, any bounds on the skt

4.2.1 STEP 1: Search Literature for the Specific Relationship

This step involves searching the literature fordits that were conducted to specifically
address the relationship between thand they; that is of interest to the researcher. Record
any variables identified in the results of thosel®s.

a. Search the literature from the domain and ifiestiudies that were conducted to
better understand procgss Each of these studies can either have as its goa

I. Addressing the relationship between the vargkland the outcomg
ii. Understanding some other aspect of propess

b. If any of these studies are of the first typg, @ddressing the relationship between
variablesx; and the outcomg;, then based on the results of those studies, lzld t
appropriate variablesg to the sefX. If there are very few, or no studies that fatbin
this category, proceed to step 2 after reviewihghel literature.

c. The remaining studies, the second type, e.getlivat are studying another aspect of
proces®, will be used in step 3 of this methodology.

d. Example: The literature was searched for studies condumtesbftware inspections.
Most of the studies found were not specifically igeed to understand the
relationship between the variation in the individirsspectors and the number of
defects found during an inspection. Those stuttiat were focused on some other
aspect of software inspections will be used in Steyf the process. One of the few
studies that did specifically address the relatign®f interest showed that inputs to
an inspection process, which included the inspsctbad as much impact on the
outcome of the process as did the procedure thatfallowed. The results of this
study showed that there was a large variationerprformance of various inspectors
and that the presence or absence of certain ir@gebad a large impact on the
outcome of the inspection [25].



4.2.2 STEP 2: Verify the worth of studying the relationship between x; and y;

In the cases where there are few or no studiesdfthizt focus on the specific relationship
betweenx andy;, a second literature search should be done téyvibat the relationship is
worth studying.

a. This verification can be done by searching ttegdture for studies that have shown
that one or more variableshave influenced the outcome of some procgssyhich
is similar in nature to the chosen process The main goal here is to understand
whether or not the type of variable of interestapable of having the type of impact
the researcher is interested in.

b. If one or more process@s are found, then the researcher has some evidéate t
variables in the seX can have an impact on the outcome of a processhamefore
can continue to study the impacts of variableqengetX on the outcome of process
p. If no suchp’ are found, then the researcher should proceedoaiition and spend
more time in Step 3 of this methodology.

c. Example: In Step 1, few studies were found specificallydsing the relationship
between individual differences among inspectors #red number of defects found
during an inspection. Therefore, it was necestagather more support for studying
this type of relationship before continuing witle ttesearch. In this case, the software
engineering literature was searched for studiesshewed that individual variations
among people had an effect on other software eagimg processes. Two, well
known examples were found showing that variationsdividuals can have an effect
on the outcome of a process. First, the COCOM®mumsleling tool uses a series of
metrics to predict the cost of a software systermdaleveloped. Among the
characteristics used in the model are: 1) Analysipability; 2) Programmer
Capability; 3) Applications Experience; 4) PlatfoExrperience; and 5) Language and
Tool Experience [5]. By taking into account thegariations in the individual
software developers in predicting the overall afghe project, the COCOMO model
has shown that individual differences have an irhgat a software engineering
process. Second, in a study done to identify weetniseful in project productivity
estimation, some of the important metrics includgdOverall personnel experience
and qualifications; 2) Percentage of programmersglalevelopment who had
participated in the design of the functional sp8y;Previous experience with the
programming language; and 4) Previous experientle applications of similar or
greater size and complexity [29]. By identifyirigese metrics dealing with individual
differences, this study also shows a case whereftvage engineering process,
productivity estimation, is influenced by individueariations among people.

4.2.3 STEP 3: Review general literature on the chosen process

This step uses the studies from the literature wieae found but not used in Step 1. Those
are studies on the chosen proc@sshat were not specifically aimed at studying the
relationship ofx toy;. In these studies, potentiakre identified implicitly by the researchers

in the choices made in the design of the study,iaride explanations given for unexpected
results. Because the researcher often implicitigiciates these variables, identifying

variables in these studies is not as straightfaivees identifying the variables in the studies
from Step 1. The following procedure should béofekd to find potential variables in:



a. The Study Design

In the design of the study, one or more variglaee chosen as the independent or
treatment variables to be studied. These variabtes deal with the type of
technique or process being studied. In additiothéomain independent variable,
there are often other variables, which are reltiettie context, that are implicitly
identified, but not specifically controlled for. h&se potential variables can be
found in the assumptions made about the contettteotudy or about the subject
population. For example, if it is assumed thatttadl subjects are native English
speakers, then implicitly a potential variable oftiMe Language has been
identified.

The second place to find variables is in thieston of subjects for the study. For
example, if the subjects for the study are onledeld from a subset of all
possible subjects, and the subjects in that sutmetbe categorized as having
(or not having) a particular type of knowledge dills then that type of
knowledge or skill has been implicitly identified a potential variable.

Example: In a study conducted at NASA, an assumption wademthat the
subjects did not have had exposure to inspectioiw po the study. This
assumption was somewhat counter to what would peat&d in industry, but it
revealed that the researchers believed that hasomge subjects who were
experienced and some who were not would createuliff when analyzing their
results [12]. This assumption indicated tRabcess Experiencavas a potential
variable. In many cases the study designs poimbecards some potential
variables. There were a series of studies thattified multiple groups of
potential inspectors based on their knowledge efapplication domain. Then
subjects for the study were drawn only from thossugs that had high domain
knowledge [11, 22]. These choices indicated thamain Knowledge was a
potential variable. Additionally, in the same saslsubjects were also chosen
from the group of inspectors who had high knowledfythe software domain for
the project. This choice indicated tt&dftware Development Experiencevas a
potential variable.

b. The Discussion of Results

Often in the discussion of the study resultss @n more variables are implicitly
identified. When the results of a study are net ¢éixpected ones, the researcher
will often identify a potential variable to explaihe results. For example if the
results of subjects in one treatment, which wegoliyesized to be similar, can be
logically split into two groups because of a langgiation in the performance,
such that the subjects in each group can be clesised similarly, then this
characterization is a potential variable.

Example: In a study done to compare an inspection doneguaim ad hoc
technique to one done using a more procedural igebnthe results showed that
the performance of the subjects who used the adredlcod varied based on their
experience with computing or information systems [Bhis result indicated that
Software Development Experiencavas a potential variable. In another study,
conducted at ORACLE, the results showed a wideatiari between the
performance of the least effective and the mostctiffe subject. Upon further
analysis, the researcher reported that the inspetto was least effective was the



least familiar with the inspection technique, white inspector who was most
effective was the most familiar with the inspecti@chnique [21]. This result
pointed toward®rocess Experienceas a potential variable.

c. The Flaws or Weaknesses of a Study

If a discussion of the flaws or weaknesses efualy is provided, then potential
variables are often identified in this discussidfor example, if the researchers
identify the presence of a heterogeneous subjegtilption as a threat to the
validity of the study, then the characteristic thahs used to measure that
heterogeneity is a potential variable.

Example: When researchers replicate a study, they sometitersthe design of
the original study to address some of its flaws/eaknesses. In a replication of a
study on the N-fold inspection process, the reseasccorrected some flaws in
the initial study by collecting more data about theftware development
experience of the subjects. Also, the researddtrsed the training so that all of
the subjects had the same level of expertise inNHeld inspection process
before participating in the study [24]. These talterations indicated that
Software Development Experienceand Process Experiencewere potential
variables.

d. The Qualitative Data of a Study.

The qualitative data of a study, collected aqitlterough a questionnaire or
interview at the conclusion of the study, ofteni¢aties some potential variables.
For example, if the subjects report in a post erpemt questionnaire that a
particular type of knowledge or experience was edetd do the task assigned,
then the presence or absence of that knowledgexperience is a potential
variable.

Example: In a study to compare a checklist based inspet#ionnique to a more
procedural technigue, the subjects were assigneabthe two techniques to use
on a series of two inspections. Although the reseas do not report a statistical
analysis comparing the performance of the subjecte first inspection to their
performance in the second inspection, they do teper results of a post-study
guestionnaire that the subjects felt more comfdetdiiring the second inspection
when using the more procedural technique [15]. sTi@sult suggested that
Process Experiencewas a variable to consider when studying a proetdu
technique. In the same study, the results of thestipnnaire showed that the
subjects desired to have equal amounts of timendutie training sessions to
practice both types of techniques. This resulicemed thatTraining was a
variable that should be considered.

4.2.4 STEP 4: Review Literature from Other Related Fields

When searching for variables about a process, ihsign often be gained from studies
conducted in other fields on processes that ardasito p, and on processes in general. A
good starting point is the literature from the Eation and Psychology fields.

a. When searching this literature, look for on¢hef following:



Studies that deal with the relationship betweemore general version of the
chosen procegsand the chosen outcomgr even a more generalized outcome.
Look for variables that are identified in these ds#s as being important.
Determine if the variable can be transferred to s$ipecific procesgp being
studied.

Example: In a paper discussing the differences betweenceoand experienced
computer programmers, it is noted that experts lveast two beneficial kinds
of knowledge that the novices do not have. Firgpeets have a better
understanding of commonly used code fragmentsdaatbe reused. Secondly,
experts better understand how to communicate wttleroprogrammers through
programming conventions [26]. The process of wgiticode involves the
understanding and translation of a description ®fsiem from one representation
to another; similarly the process of inspectionoimes understanding and
verifying a representation of a system. Theretbeetype of knowledge identified
here, Process Experience is a variable to be considered when studying
inspections.

In another study, the differences in the design@gghes of application domain
experts and application domain novices were disais$irst, the experts tended
to make mental models before creating a desigeor#k the experts tended to all
have the same level of abstraction at differenn{goin the procedure. Third, the
experts took notes about issues that needed talthessed later. Finally, the
experts did mental simulations of their partialpngleted designs [1]. Again, the
specific activities are not important, but the ftwat application domain experts
behaved in similar ways that were beneficial tarttesk shows thaf\pplication
Domain Knowledgeis a useful variable and should be studied inciretext of
inspections.

iii. Secondly, studies that deal with any procgsand either the specific outcomgs

or more general outcomes can provide variablescidmrate useful in the study of
the process.

Example: Effectively training subjects in a new processedsognized by many
researchers as being important. In the Educatiah Rsychology literature, a
series of papers describe different methods fanitrg subjects along with the
proposed benefits of each. One method arguesbistrating specific cases to
general principles and then applying general pplesi to new situations [9].
Another method proposes using an apprenticeshigehwikdere the expert works
with the novice on using a new process and slowlyesy the novice more
responsibility until the expert is no longer need#d]. Finally, a third method
suggests that clear goals be set for the subjaaingdtraining. The subjects
should have their activities monitored and be gigesitive or negative feedback
on their progress [4]. While all three of thesestmds proposed different
approaches, they all indicate tAahining is an important variable.

In a paper that discusses how people acquire kmige|eit was argued that for
someone to effectively learn something, they hatlaee some interest in what
they were learning [2]. This idea of being intéeesin learning the new process
indicated thatMotivation was an important variable to consider. Intere$fing
this variable showed up only in the Education asgcRology literature.



b. For each variable identified

i. If the variable has already been identified bgps2 or 3, then the variable has
more support and it should be noted that the vierihbs support from multiple
sources.

ii. If the variable has not appeared previouslgntinecord it as a new variable, which
is related to the more general process, that shoald be evaluated on the
specific procesp.

4.2.5 STEP 5: Create Hypotheses

For each identified variable, an initial high-levsipothesis should be generated that relates
that variable to the outcome of the process. Typotheses will take one of the following
forms:

a. (Variablex) = (Outcomey;)

I. A positive effect, indicating that an increasexi will result in an increase ig.
Likewise, a decrease xwill result in a decrease ).

b. (Variablex) = - (Outcomey;)

I. A negative effect, indicating that an increasexiwill result in a decrease iy).
Likewise, a decrease ywill result in an increase iy).

c. (Variablex) -= (Outcomey;)

i. No effect, indicating that an increase or desesiax; will not result in any change
toy;.

d. Example: Based on the review of the literature discussedr@ban initial list of
relevant variables was created. Some of thesablas came only from the software
engineering literature, some came only from thewoliterature, and some were found
in both sets of literature. The list of variabddsng with their source of discovery and
high-level hypothesis is:

x; = Application Domain Knowledge (Both sets of lagarre)
(Application Domain Knowledge) = (More defects found)

X = Software Development Experience (Software Ergging literature)
(Software Development Experience) = (More defects found)

x3 = Process Experience (Both sets of literature)
(Process Experience) = (More defects found)

X4 = Training (Both sets of literature)
(Proper Training) = (More defects found)

X5 = Motivation (Other literature)
(Proper Motivation) = (More defects found)

Output: A list of variables that have been identified arious sets of literature and a set of
high-level hypotheses related those variablesd¢mtlicomes of procegs



4.3 Refining the Variables and Hypotheses

This process of developing a list of potential &hhkes is only the starting point of the
research process. Each one of these variablefygalheses must be further refined to be
more useful. As the variables are refined, twostjoas arise:

1) How should each variable be measured?
2) What should be the potential values for eacratbéa?

For instance, a variable likeoftware development experienisevery broad and abstract.
This variable, along with the other ones, must ened using more concrete metrics.
Another issue that must be addressed during tfireraent is the measurement scale of each
variable and metric. In most cases it makes sendefine the variables in terms of ordinal
values, but in some cases it may be necessargetonilg nominal values. As each variable is
refined into these more specific metrics, a denisiaust be made as to the scale that is
appropriate for that variable. Details on how to tdese steps, along with the complete
methodology can be found in [7].

5. CONCLUSIONS

This paper has described a process for performiitgrature search to establish a basis for
research into the relationship between a set ahbkes and a process. The methodology
described in this paper is useful in the situatiimere there is little or no prior work
specifically aimed at studying the relationship inferest. This methodology provides
guidance for identifying potential variables froxisting literature so that the researcher can
base their new research on a solid grounding evémei absence of prior work.

The methodology was illustrated through an exarpkudying the relationship between the
individual variations among software inspectors trair effectiveness during an inspection.
Using the methodology, a series of variables weeatified for further study.

The generation of this set of variables and the@oaiated high-level hypotheses is not the
ultimate goal of the researcher. It is only thestfistep in a more global research
methodology, as mentioned earlier. Once these bhlagaand hypotheses have been
generated, the next step is to refine the hightleypotheses into a set of hypotheses that are
more concrete and useful as described at the etiwk girevious section. One useful method
for doing this refinement process is, in the caberw it is available, to make use of data from
existing studies that may have been designed wilifferent goal in mind, but collected the
right kind of data to be useful. If this data ¢xjst can be analyzed to determine if any of the
specific metrics collected in the study can be neapp any of the high level variables
defined in the above process. Furthermore, thergéed hypotheses can find some support
in this historical data and be refined to use deanietrics. After refining the hypotheses
and finding support from historical data, the fistdp is to design and run a new study to test
a specific hypothesis that is of interest to tteeagcher.
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