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Resumo 

331 

O tamanho extraordinário e o crescimento exponencial da World-Wide Web demandam novas 
abordagens aos problemas de indexaçllo e pesquisa de informação em sua estrutura. Neste 
anigo, discutimos as limitações da abordagem centralizada atualmente em uso, comentamos 
trabalhos recentes em arquiteturas distribuídas para Recuperaçllo de Informaçllo em Redes, e 
apresentamos o BRightl, um sistema distribuído para indexar e pesquisar informação na 
World-Wide Web. Em seguida, focalizamos o BRightl para discutir sua arquitetura e seus 
conceitos subjacentes de Visões de Web, fazemos comparações com outros sistemas, e 
mostramos sua escalabilidade em relação ao crescimento da Web. A versão atual do protótipo 
f apresentada, e trabalhos futuros são delineados. 
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Abstract 

The extraordinary siz.e and the exponential growth of the World-Wide Web demand new 
approaches to the problems of information indexing and searching in its structure. ln this paper, 
we discuss the limitations of the centralized approach in use today, comrnent recent work on 
distributed architectures for Networked Information Retrieval, and present BRight!, a 
distributed system to index and search information in the World-Wide Web. We then focus on 
BRight! to discuss its architecture and underlying concept of Web Views, compare it with 
other systems, and show how it scales to Web growth. The current version of a prototype is 
presented, and future work is outlined. 

Keywords: Web, indexing, searching, distributed architectures, scalability. 
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1. Introductlon 

The World-Wide Web (Web) is evo1ving to one of today's most popular communication 
techno1ogies. With estimates of 100 million pages, the Web size doub1es each six months, and 
the number of servers and users have also grown at similar paces [Admedia 1997, Bell & 
Serrunell 1996, Cooper 1994). Given this extraordinary size and exponential growth, the Web 
represents lhe Jargest and most widely used electronic infonnation base ever public1y avai1ab1e. 

As a consequence of Web growth, the computational cost of 1ocating relevant information in it 
has become increasingly higher [Berghel 1996]. Simply browsing its distributed hypertext 
content to Jook for relevant information has long become too time consuming for the user. 
Besides this, continued Web growth now challenges the severa! indexing services available 
[Campbell 1996, Mitchell1996]. 

The prob1em of selecting Web documents that are·relevant to a given user is essentially related 
to Information Retrieval (IR) [Frakes 1992]. There is a huge distributed hypertext-based 
document set (lhe Web), and systems are needed to assist users in locating relevant 
information in thls set. However, successfullR systems to date are only capable of dealing with 
corpora in the megabyte range or a small number of gigabytes [Crowder & Nicho1as 1996], 
while the Web is in the terabyte range and still growing steadily. To fill this considerable gap, 
much research activity has been carried out recent1y [Connolly & Soley 1996, Führ 1996, 
Schwartz 1996]. ln this context, we propose BRight! (BRazilian Internet Guide in HyperText), 
a Web View-based scalable distributed system for information indexing and searching in lhe 
Web. 

Although our presentation focuses on the problem of information indexing and searching for 
the Web, the approach taken here applies to distributed hypertexts in general. Furthermore, 
similar problems are found in the integration of Digital Libraries [Fox 1996, Buckland 1995] 
and Networked lnformation Retrieval [Führ 1996], given the large amount of information to 
be indexed and lhe distributed nature of lhe infonnation base. 

The rest of lhe paper is organized as follows: Section 2 presents the centralized approach to 
Web indexing and searching, and discusses its limitations; Section 3 presents general 
characteristics of selected distributed systems that have been designed to deal with related 
problems; Section 4 introduces BRightl, its architecture and the concept of Web Views, and 
discusses how BRightl scales to Web growth. Section 5 presents the structure of the current 
version of the prototype, and outlines the next steps of the work on the system Finally, 
Section 6 corrunents on how BRightl is related to other NIR systems, and adds concluding 
remarks. 

2. Centralized Web lndexing and Searching 

Most popular Web indexing and searching systems are based in one of the following strategies: 
(I) subject index hierarchies built and maintained by hand (e.g., [Yahoo! 1997, Cade? 1997]), 
and (2) index bases automatically updated by Web traversing programs (the so called Web 
robots- e.g., [Aitavista 1997, Excite 1997]). 
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The first option requires human approval to append items to the index, and human intervention 
to edit the index hierarchy. Although there are popular such systems, Web size and growth 
tend to increase the demand for human work to keep the indexes complete and up-to-date. 
This ldnd of index is already dífficult to keep up-to-date now, and tend to be ever more 
difficult 

Web robots, the second option, are programs that continually traverse the space of Web pages 
by following hypenext links, and index the contents of selected pages into an Index Base (ffi). 
The m is generally implemented on a Database Management System (DBMS), and used by the 
search engine to provide keyword- and expression-based searching services to users. This 
situation is illusttated in Figure 1, where a user interacts with the search engine (e.g., [Altavista 
1997, Excite 1997]) which accesses its m to process queries. A robot works to keep the IB 
up-to-date. Robots continually traverse the Web looking for new and updated pages to index. 

User 

~ 
~ 

.............................. 1··· .. ····"·····""'"'''"'"''''"'"'''''' ---+ 

Web 

Fig. I: General architccture of ccmrallzcd Web indexing 
and searchlng systems currently in use. 

Request 

Dai& 

Robot-based systems do not require any human intervention during the process of selection 
and indexing of information items, except at con.figuration time [Koster 1997, Sullivan 1996). 
To taclde the scaling problem of Web growth, the automatic nature of this framework is 
obviously more attractive than the manually updated lists option, but it still has serious 
limitations to cover the entire Web, as discussed below. 

Building Indexes 
Web robots usually work by retrieving documents and locally processing them to 
extract indexes. They recursively follow hypertext Jinks found in the processed 
documents in arder to perform exhaustive Web indexing. To index the whole Web with 
this strategy, a robot needs to retrieve al1 accessible pages and process them, which 
demands considerable processing power and network bandwidth. Still, to keep the 
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index up to date the robot has to revisit ali the pages periodically, and the 
computational costs grow with Web size. Therefore, this solution is not scalable. 

Storing Indexes 
Indexes are usually stored in a DBMS under a single database schema. Although 
severa! servers may be used, the schema is generally centralized. Maintaining a 
centralized m to index the whole Web requires high processing power and storage 
space, so Web growth is also a problem in this aspect. 

Searching in IBs 
Centralized indexes are usually accessible to a large number of users. This fact demands 
reasonable response times, bringing Database and IR technologies to the core of this 
issue. As the Web grows both in number of pages and users, cornputational demands 
tend to increase due to index size and number of user requests. However, the Web is 
much larger and dynamic than the document sets indexed by real Database and IR 
systems to date. Extensive research is being carried out in these arcas to face the 
scaling problem in document collections size. 

Given these scaling limitations of the centralized approach, and the steady growth of lhe Web, 
centralized solutions tend to be ever less feasible to the problem of Web indexing and 
searching. Actually, very few current search engines claim to be complete and up-to-date in the 
coverage of the Web. 

To go around this problem, specialized partial indexes and metasearchers have beco proposed 
and implemented, but these still leave the problem of global indexing unsolved. Specialized 
partia! indexes focus on subsets of the Web, such as intranets [Microsoft 1997, Open Text 
1997] and sets of servers in given geographic regions [Muscat 1997, NWI 1997]. If the set of 
pages to be indexed is smaller than lhe whole Web, and there exists an algorithm to traverse 
only these pages, then robots may be configured to index only the specified set. What 
metasearchers do [Falk & Jonsson 1996, Go2Net 1996, Tai 1996] is act as clients of other 
search services. Instead of running their own robots, they simply take user requests and 
forward lhem to severa! other services, merges their results, and delivers them to the user. 

Clearly, global Web indexing based on centralized exhaustive browsing already has excessive 
computational costs, and the Web is still growing. ln addition, partia! indexes and 
metasearchers leave the problem unsolved. ln the next section, we will look into recent 
distributed approaches to this problem. 

3. Distrlbuted Architectures for Networked IR 

ln general terms, Networked IR (NIR) deals with distributed heterogeneous collections of 
documents, typically served by different information providers in a long distance range. The 
goal, in this context, is to build systems that assist users in the selection and retrieval of 
relevant documents from the whole collection, according to each user information needs. 
Therefore, the user should not worry about where and how searches are performed. 
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To achieve this goal, severa! distributed architectures have been recently proposed and tested. 
For instance, the MeDoc Infonnation Brokering System [Boles et a/. 1996] aims at helping 
users find relevant infonnation on Computer Science. It offers transparent access to severa! 
bibliographic and full-text databases. CAPE [Crowder & Nicholas 1996) is a multiagent 
system, in which special.ized agents manage local corpora using IR engines as back-ends. 
CAPE assumes that a single entity has control over the entire corpus, while MeDoc deals also 
with third pany data.bases. Another example is GlOSS (Gravano & García-Molina 1995], 
which implements a "Glossary-of-Servers Server" to support decisions on what databases 
should be used to process a given query. As well as MeDoc, it deals with third pany databases 
but gives a different treatrnent to brokers by organi:úng them in a hierarchical structure. 

The architectures of most NJR systems, such as the ones mentioned above, have some basic 
components in common. Figure 2 shows a layered architecture outline that depicts the three 
central components described below: tbe User Agents layer, the Brokers layer, and the 
Provider Agents layer. 

Users 

.............................. ! ..................... ~ ....... .. 
I User Agents I 

l 
Brokers 

l 
I Provider Agents I 

.............................. x .............................. . 
lnfonnation 
Providers 

Fig. 2: Oenerallayered archicecrure of Networked 
lnfonnation Relrieval Syscems. 

Requesc 

Response 

The User Agents Jayer consists of a collection of user interface agents. Each user agent 
typically offers a dífferent interface to the sarne set of system functionalities, and is session
oriented. The Brokers layer contains infonnation brokers that are able to comrnunicate with 
agents from the other layers in order to receive infonnation requests (from user agents) and 
have them solved (by using one or more provider agents). Each Provider Agent is specialized 
in accessing a specific class of infonnation providers. Given a broker request, a provider agent 
decides how to perforrn the necessary operations on the appropriate infonnation providers in 
order to fulfill the request. 

Besides the comrnon aspects arnong their architectures, NlR systems also share some design 
goals. Below, we comrnent on two of these goals: scalability and modularity. 
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S calllbilily 
The number documents managed by the information providers may grow, and so may 
the number of information providers to be accessed. The NIR system should be ready 
to deal with this scaling problem. 

Modulllrily 
lnformation providers have different interfaces, offer di.fferent functionalities, and 
manage different types of objects. Modularity is desirable ln the Provider Agents layer 
to lúde these details from the higher levei functions of the system. The sarne applies to 
the User Agents Jayer, where particular user interaction styles are irrelevant to more 
central operations of the system. 

Other research directions have also been recently explored in the area of NIR, especially in the 
Web. Given the proliferation of Web search engines, the STARTS protocol [Gravano et ai. 
1997], for example, has been proposed to facilitate the task of querying multiple document 
sources ln the Internet. It is a group effon coordinated by the Stanford Digital Library project, 
and involving over 11 companies and organizations. 

Another example is the integration of the Web with CORBA [Edwards 1996, Merle et ai. 
1995], which provides a means for object oriented prograrns to perform dynamic object 
loadlng and linldng over the Web. This means that client applications do not need to know, at 
compilation time, how to handle ali the object types they will be using. This integration has 
interesting applications, for instance, in resource discovery. If objects of any unknown types 
are available in such repository, an indexing robot would still be able to manipulate them and 
exttact information from them. 

4. BRigbt! · A Web Vlew-Based Archltecture 

The architecture of BRightl is based on a set of autonomous modules for indexing the Web: 
the Index Servers (ISs). Each IS has its own lB and focuses on a particular scope within the 
Web. Each IS also runs a Web Robot that continuously traverses the Web looking for pages 
that fali within its scope, and therefore should be indexed. ISs cooperate by exchanging 
indexes. 

A higher levei of abstraction is built on top of the Index Servers: the Index Brokers (Brokers). 
They form another set of autonomous modules that select the appropriate ISs to réspond to 
user requests, and then manage search sessions, possibly involving multiple ISs. This sttucture 
is depicted in Figure 3. 

As shown in Figure 3, each Web Server WS1 relies on a database (DB) where its Web pages 
are stored; each Index Server IS1 has an Index Base (IB); and each Index Broker B; has a 
Scope Base (SB), where scope information about known ISs and pointers to other Brokers are 
kept. Index Servers request pages from Web Servers for indexing, and Index Brokers request 
indexes from Index Servers to respond to the users' search requests. Index Servers cooperate 
by exchanging indexes (e.g., IS1 and IS, in Figure 3), and Index Brokers cooperate by 
exchanging metainformation about Index Servers (e.g., B1 and B2 in Figure 3). 
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Search RequesiS 

Index Brokers 

Index Queries 

~ ... ... 

Index Servers 

........ .... ..• 
: · . . · . 

Fig. 3: The proposed dislributed architecture for 
Web inde:dng and searclúng 

4.1. Web Views for Defining Scopes 

lndexing Scopes 

Web Servers 

__. Conb'OI 

--+ Data 

337 

Two basic goals motivated the development of the concept of Web Views (Definition 6) to the 
problem of indexing and searching: (1) to achieve computational efficiency, through an 
architecture that allows for a feasible solution to the problem at hand, and (2) to achieve 
effectiveness by providing a means to loca te documents that are relevant to users' queries. ln 
order to pursue these goals, the definition of Web Views is done in terms of four concepts of 
Digital Distance, as stated in Definitions I through 4. 

PDF compression, OCR, web optimization using a watermarked evaluation copy of CVISION PDFCompressor

http://www.cvisiontech.com


338 XI-SBES 

Definilion 1: DD by Geographic Location (DDGL). 
The DDGL between two documents is the physical distance, in kilometers (Km), 
between the two Web servers where the documents are stored1

• 

DefiniJion 2: DD by Network Location (DDNL). 
Given two documents, the DDNL between them is calculated according to the lP 
(Internet Protocol [Tanenbaum, 1992]) addresses2 of the Web servers where they are 
stored. Table I gives the association of v alues. 

WEB SERVERS DDNL 
sarne lP addrus O 
sarne class C networl< I 
sarne class B networl< 2 
sarne class A network 3 
dlfferent class A networks 4 

Table 1: CalcullliDg DDNL's. 

DefiniJion 3: DD by Hypertext Location (DDHTL). 
The DDHTL between two documents is the length of the shortest known hypertext 
path between the two documents in the Web. The DDLHT from any document to 
itself is zero. 

Definition 4: DD by content (DDC). 
The DDC between two documents is calculated according to a function 
fooc: Doc2 -+ N, where Doe is the set of ali Web documents, and N is the set of ali 
natural numbers. The DDC between two documents with identical contents is zero, 
and there may be documents with different contents whose DDC is also zero, 
depending on thefooc function chosen. 

Given the defuútions of Digital Distance, a simple way to characteriz.e a scope can be defined: 
the Digital Neighborhood. 

Definilion 5: Digillll Neighbourhood (DN) oftype X. 
The DN of type X and radius R around a reference Web document is a space in wlúch 
are included all the Web documents whose DO of type X to the reference document is 
less than or equal to R, where X denotes a single type of DO (i.e. , DDGL, DDNL. 
DDHTL or DDC). 

The servers locations, geograplúcal and topological, are used in the defuútions of DDGLs and 
DDNLs, respectively. Tlús aUows for the identification of groups of Web Servers that are 
either physically located witlún a given geograplúc region, or connected to a given lP 
subnetwork. lndexing modules that focus on their geograplúcal area or network neighborhood 
avoid the need to use long distance backbones for indexing, and have a smaller number of 
pages to index. 

1 This concept of physical distance may be extended to deal with more complex shapes than a círcle (Star and 
Estes. 1990] in order to model more meaningful regions. such as states and countries. 
1 The concept of Network Distance may be adapted to deal with Olher defmitions or network locality (e.g .. lPng 
[Stevens. 1996]). 
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The documents content is used in the definitions of DNHTLs and DDCs. This accounts for 
indexing effectiveness by introducing measures of simi.larity between documents based on their 
content and also on the hypenext links coMecting them lndexing modules can lhen be 
specializcd in given subject arcas. Techniques from the arca of Information Retrieval may be 
used to choose lhe fooc function of Definition 4. Por instance, a simple function to compute 
the distance between two documents can be based on the comparison of lists of indexing terms 
from lhese documents [Smeaton & Quigley, 1996]. Moreover, lhe relevance of hypenext 
distance (DNHTL) comes from the use of lhe structure given by authors to Web documents. 
This structure constitutes an imponant way to identify correlated information [Bucldand et a/., 
1993; Brown, 1988]. 

Web documents can be characteriz.ed by: (a) server location; (b) document content; (c) lhe 
object where the document is stored (e.g., an ordinary file, a database entry, or a hypenext 
document); and (d) metainformation extracted from lhe document's content (e.g., title and 
language). Attributes (c) and (d) above compose lhe documents' Representation Scheme. 

Now, given the definitions of DN and Representation Scheme, a broader way to characterize 
scopes can be defmed: Web Views. 

Definilion 6: Web View. 
A Web View is a composition of DNs optionally filtered by a set of restrictions on 
Web pages. These restrictions apply to the attributes used in lhe documents' 
Representation Scheme. 

An example of search scope lhat could be modeled by Web Views is: 

Consider ali documents that are similar in content to the document in 
"http://somehostlx.htm/" , and that are stored in servers at most 200 km aHoYly from 
Fortaleza, CE, Brazi/. 

Restrictions such as "only documents updated !ater than 25.04.97" and "only documents 
written in Ponuguese" can also be added, as stated in Definition 6. 

4.2. A Distributed Arcbitecture Based on Web Views 

ln Figure 3, each IS module perforrns indexing and/or searching. lndexing is done by a 
software robot that coUects information from lho Web within a given Web View, and stores it 
in an m. Searching is perfonned on IBs, which may be local or remote. Modules cooperate to 
share indexing effons and searching services, as described below. 

When a new IS module is set up, an indexing scope is defined by the user, and an initiallist of 
known modules is automaticaUy bootstrapped. The indexing scope is given by a Web View, 
and the list of lrnown modules also contains their respective scopes in the form of Web Views. 
At this point, the system tries to expand the list of lrnown modules by activating a Broker 
module. lf scope intersections involving the new module are detected, lhe user is questioned 
about lhe extent of shared resources lhe new module should use from others. Two basic forrns 
of resource sharing are described below. 
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Let M1 be the new IS module with scope S., Mz an existing IS module with scope Sz, and ln 
the non-empty intersection between M 1 and Mz, that is, ln= (M, f1 Mz) * cp. 

SluJring lnthxing Efforts 
The new module (M1) may rely on the existing module's (Mz) indexing effort instead of 
independentJy performing the indexing of their scope intersection (l,z). Then, M, 
period.ically requests updates from Mz about the indexing of l,z. This saves M,'s 
computational resources, and also saves resources from the Web servers in ln. 

Slulring Searching Services 
M1 may not want to keep duplicated index data about l,z. lnstead, it may share Mz's 
searching services, that is, it does not keep any indexes about l,z, and queries Mz every 
time it needs to perform searches involving ln. This saves M, both computational 
resources and storage space, but makes it dependent upon another module to perform 
queries, which implies in less fault tolerance and possibly higher response times. 

Assuming that the typical user interaction style with Web search engines is based on series of 
requests, our system adopts a session oriented interaction style. At the beginning of a searching 
session, the user contacts a broker module and is asked to define a searching scope within 
which lhe session should proceed. The interactively defined scope is then translated into a Web 
View representation which can be handled by the system. 

At this point, the broker module in use checks whether the IS modules it knows are enough to 
cover the requested scope (i.e., whether there exists a combination of known ISs that suffices). 
If this is the case, the broker is ready to process the session 's requests. However, if a solution 
is not found to cover the requested scope with the ISs it knows, it then enters client mode and 
requests help from other known brokers in other to find altemative ISs. 

ln order to perform Web View operations on the searching scopes of various modules, such as 
finding an indexing scope composition that matches (or approximates) the selected searching 
scope, an algebra of Web Views is needed. A simplified version of such algebra is presented in 
[Gonçalves et a/. 1997a], which allows for the verification of the inclusion relation between 
Web Views. Further comments on the structure of IS modules are given in [Gonçalves et a/. 
1997b], anda broader motivation to the problem can be found in [Gonçalves 1996]. 

4.3. Facing Web Size 

Drawing a paraUel with the central.iz.ed approach discussed in Section 2, the foUowing topics 
discuss the benefits of the distributed app.roach in terms of computational efficiency. 

Building Distribuúd lnthus 
lnstead of a single indexing module, the distributed approach aUows for the installation 
of several cooperating modules, each of which with its own indexing scope, to run in 
different points of the network. Given that each module does not need to index the 
entire Web, processing power and network bandwidth requirernents will be lower to 
each module. 
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By sharing indexing effons as described in Section 4.2, redundant indexing by various 
modules (and the consequent waste of computational resources) can be avoided. This 
represents savings both to the indexing modules and to the Web servers involved. 

Storing Distribuud Indexes 
Not ali the indexes of a module need to be stored locally. To save disk space, one 
module may behave as a client of another module when a given subscope is concerned. 
Conceptually, it would still be covering its entire scope, although pan of the indexes for 
that scope is physically stored in an.other module's IB. We call this practice "IB 
sharing", and point out that one way to achieve this is by sharing searching services, as 
described in Section 4.2. 

For performance and fault tolerance reasons, one or more modules may keep copies of 
the indexes to a common subscope. ln this case, sharing indexing effons would still be 
an advantage (i.e., the two concepts are onhogonal). 

Searching in Distributed IBs 
ln a search session, one or more ISs may be used to cover the search scope speci.fied by 
the user. If one IS suffices, there is conceptually no difference to the centraliz.ed 
approach. If, however, various ISs are used, then parallelism is introduced, and the 
broker that is interacting with the user manages the execution of the various remote 
subqueries submitted to other modules. 

The broker determines the final ordering of the response items before delivering them 
to the user. Assuming that the results of the subqueries submitted to other modules are 
pan of the final result to be presented to the user, response time may be prioritized ü 
the total ordering in the responses is relaxed. This issue, however. is beyond the scope 
of this paper, and is analogous to the collection fusion/merging problem [Voorhees 
1995, Voorhees etal. 1994]. 

The additional cost of finding a set of modules to cover a given searching scope is revealed 
only at the beginning of a searching session. Once the module selection is made, the set of 
search requests in the sarne session are handled with the sarne modules, exploiting the 
parallelism between them. 

S. Tbe Prototype 

A prototype implementation is currently in operation, running under the Solaris Operating 
System using a Relational DBMS (RDBMS) to store the 18. Two other versions are under 
development, one for Windows NT with an RDBMS, and another for Solaris with an Object
Oriented DBMS. The aim of running versions of the prototype under different platfonns is to 
test the opeMess of the distributed system from the conceptual levei down to the 
implementation levei, including module's communication mechanisms and heterogeneous 18 
sharing. 

PDF compression, OCR, web optimization using a watermarked evaluation copy of CVISION PDFCompressor

http://www.cvisiontech.com


341 XI-SBES 

A sample running module using the Brazilian Internet as its index.ing scope is public1y 
accessib1e at http://www.di.ufpe.br/-pfg/bright.html'. The index.ing robot and the mobile code 
based interface are written in Java [Aanagan, 1996], for ponability and object-orientation 
reasons. Web hypertext hierarchies are visible to the user, who can choose to expand the 
results of a search by recursively looking into links to other pages wilhout actually retrieving 
lhe full documents. 

The running version of the prototype constitutes an initial step of the imp1ementation process, 
in which a Web index.ing robot was imp1emented, and the Web-Database communication anel 
Java-based mobile code interfaces were explored and tested. The second step, under 
development, includes the investigation, imp1ementation ançl testing of cooperating modules 
running in heterogeneous platforms in an open distributed architecture. 

The platform chosen for communication between modules is Java RMI [Sun, 1996]. To 
provide for independence from a particular DBMS, ODBC [Microsoft, 1994] was the 
framework chosen for interaction between the application and the DBMS. To account for 
interoperability, ROJ [Sommers, 1996] is under consideration, as it provides integration 
between RMI and CORBA [Mowbray & Zahavi, 1995]. 

6. Relatlon to other Systems and Concluslon 

BRight! and its Web Views concept were designed to deal with the specific problem of 
information index.ing and retrieval in the Web. It shares structural characteristics and 
operational goals with the other NIR systems outlined in Section 2. However, the Web Views 
concept allows for the definition of a consistent framework for modules cooperation and 
resource sharing, while using meaninful parameters for the specific problem of the Web. 
Another explicit concern in BRightl regards interoperability with other systems, as described 
in Section 5. 

The architecture presented in this paper and its underlying concept of Web Views provide a 
means to deal with the scale problem of Web size in lhe tasks of index.ing and searching for 
information. ln this paper, we have shown how cooperating modules are able to index limited 
portions of the Web more efficiently, and also how they exchange indexes when needed. As a 
consequence, users, servers and index.ing services can save local computational resources, anel 
network bandwidlh (a more global/regional resource) is also saved. 

By working cooperatively, a community of specialized modules introduces a higher levei of 
abstraction to the problem of locating information in the Web. On top of a network of 
information (the Web), a network of indexes working cooperatively and consistently, in an 
open distributed framework, constitutes an efficient way to deal with the problem of 
information indexing and searching in the Web. 

, This is a provisional url. By the time of the conference, the definitive site should be avallable at 
http:f/www.bright.org.br . 
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