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ln this paper we pn:sent some task allocarion technics useful on Internet or other Wide Area 
Network (WAN). These technics are based on the cooperation of m.ulti-agents organized in one 
community of Rem:tive agents and another of A.l/OCQI()r agents. Rem:tive agents represent ser­
vices availables on the WAN such as Internet sean::h engines. A.J/OCQJ()r agents' task is allocate the 
queries that they receive from users. To take such a decision, A.J/OCQJ()r agents cooperare sharing 
theirs informations about the state of ReDe tive agents. An A.J/OCQJ.or agent is able to characterize 
the behaviour of ReDctive agents by means of a knowledge model we developed. ln order to fa­
cilitate the composition of complex services such as retrieval of m.ultiple language documents, we 
also define another agent type we call Sub-contraciQr agent 

KEY WORDS: Load balancing, AgeniS, cooperalion, document quay 

1 IDtrodlldioo 

Recently, software applications such as the World Wide Web have allowed people from ali wa1ks of life to 
have access to the internet. This has caused massive development in information server technology offering 
ali sons of multimedia data. Problems sue h as the reliability of transactions, the sean::hing of specific doc­
uments, selection of information servers and improvement of the aa:ess time. etc. have to be studied in the 
context of this new tecbnology. 

Improving response times implies improving such parameters as bandwidth mainly on backbones, the 
use of mirrors, the optitnization of routing between the user and the information server etc. Also, the use of 
software techniques such as document filtering, cooperative retrieval, optimi.zed document placement and 
task allocation become relevant. Within the U-Doc project, [1 S] a French project cunently under way whose 
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objective is the implementatioo of a collection of assisunce tools for hyper~t mrieval oo the Inter­
net, we are studying optimized query placement in order to reduce the respoose times. 

Task allocarion and load balancing bave been widely studied in the Iiterarure [3, 19, 17, 4, 21] in the 
context of disnibuted systems. Tbe pwpose is to optimize the use of resources IDd improve the performance 
of application processing. Thel'e c:Dst staric and dynamic techniques to implement load sharing in disnibuted 
systems. ln the Internet contcxt, Slatic solurions [3, 16] based mainly on results from operational research, are 
not applicable, as they rely on previous lcnowledge ofboth the systetnand the application. Dynamic solurions 
[19, 9, 4, 12] tty to remove this coostraint. An esrimate ofthe availabilityofseveral parameters such as the 
number of processors, the task processing time etc. is made in order to determine the system state. When 
accessing a document or submitting a query on the Internet, the geographical location of the target si te may 
result in poor precision in the vaJues of these parametc:rs. Tbe only infOI"'DDtion availab1e are the response 
time and transfer throughput, so tbat other approacbes are needcd. 

ln this paper we propose severa! strategies for dynamic query placement. The objective of these strate­
gies is to optimize the use of informalion servers in order to reduce the response time of services on the 
Internet. They are based on the use ofmulri-agents [13, 11, 14), organized into a community of Reactive 
agents anda community of Al/ocator agents. Ret~ctive agents are me:re1y the final servers (available services 
in the system such as indexing eogines, bibliographic databases, movie t!arabases, etc.). Allocator agents 
are able to cooperate and to leam about the state of Reactive agents. Their objective is to place the queries 
which they receive while trying to optimize the use of information servers. A lcnowledge-based model is aJso 
developed which enables our Allocator agents to characterize the ljUIÚity of service of the ReDCtive agents 
on the Internet, and to gather information about the systetn state through leaming and experience. When a 
query is submitted to an Agent, it uses its lcnowledge of the systetn state to place the query. H it's knowledge 
is insufficient to take this decisioa, it interrogates a particular group of Allocator agents to tty and complete 
its knowledge. H the knowledge obtained does not enable it to decide on the allocatioo, it initiales a negoti­
arion process [19]. Finally, in arder to enable composirion of complex services with large added value to be 
achieved, a new type of sutH:oolriCtor agent is defined. 

The paper is organized as follows: in Section 2 the context ofthis work is discussed. ln Section 3, we 
introduce the agent model and the way in which the Allocator agents represent their knowledge and learn. 
Strategies for dynamic query placement are described in Section 4. Sub-contractor agents are introduced in 
Section S and in the conclusions, we compare our approach with other agent-based approacbes. 

Z Coatext aad Probleau 

The problem was studied in the context of the U-Doc project, whose objective is the implementation of a 
collection of assistance tools to facilitate document access on the Internet, as well as the implementation of 
their administrarion. We first bricfty describe the U-Doc architecture [8) foUowed by a description of our 
framework. 

z.t ne U-Doc Architecture 

The U-Doc architecture is depicted in Figure 1. The client access request arrives at the external interface of 
U-Doc (mailer or DQBE). After formatting, the request is delivered sequenrially to: 

1. the Concepts Manager and thesaurus module which divides the request in more precise and domain­
dependent ones (e.g requests about colours, sounds, geography, etc.) 

2. the Jndexer module which searches through documents in the local documents database 

3. the profiler which extracts the long term profile from the immediate request 
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4. the Examiner wbich delivers the clients' immecfilt.e IDd pamment n:qDCStS produced by the Profiler to 

extemal Searchers (lycos. Y100, etc.) 1nd evahwes tbe absttacts IDd tides obtained 

S. the Gatherer to search the select.ed documents. These documents ue then delivered to the Storage sys­
tem and finally to the client. 

lbe Storage system keeps the documents, abstracts IDd IDDOtltioos in a cadle memory and in the tettiary 
memory. The Thesaurus manages a corpus of the refereoce docnments (for instlnce, articles of a review 
previously chosen to dcscribe the area concemcd), md leii'DS the correlatioo between the concepts in that 
corpus. 

IWEB/Usenet 5eiVetl ..) I I Clent I 
t I t l l t -I • I • • ~ 

I Galll411et' I I ~ I I I 

1 / ~ 
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Figure 1: Arcl1it.ecture ofU-Doc. 

2.2 Tbe Framework 

A documeot retrieval query relies on localization. formal modification. translation and document selection 
operators, wbicb can be baseei on indices, and on infOI'IDirion extnldion on oonnalized documents such as 
SGML documents. ln our archit.ec:ture, a retrieval query is decomposed by the DBQE module into a set of 
document retrieval operators, represented by a data fiow graph such as the one in Figure 2. We assume query 
decompositioo techniques are known. as they are oot the subject oftbis paper. Based on a placement strategy 
aiming at respoose time optimi.zation. these operators ue placed on specialinxl servers such as those wbich 
propose services for document searching. 

On thelnteroet, thereuemany suchsearch services(indexingengines).suchuAltaVista.Lycos. Yahoo, 
etc. A documeot can also be replicated on severa! sit.es, sw:h as proxies or minors. Presently, dynamic query 
placement io U-Doc takes place in two places: fi.rstly at the Eumincr levei choosiog a search server on a 
previously defined list. wheo the query comes from a user of the profiler. Secondly. at the Gatherer module 
leve L. for the choice of a documeot wheo this document exista in severa! servers. 

ln both cases. measuring the clusical parameters may not help tbe allocalion problem. Therefore, we 
do not have a classical task allocation problem in the usual seose. as we C8IIDOt determine process allocation 
io the remote sites. 

One solutioo io our Internet framework of added value services. is to submit the same query to all servers 
and choose the one wbich delivers the answer in the short.est time. This is a simple but 1n expensive solution. 
lbe problem is, tberefore, to define dynamic placement strat.egies oo the various subtasks of a documeot re­
trieval query, io order to reduce the response time. We propose 1n heuristic solution. based on past experieoce 
in terms of respoose times, 1nd possibly on the experieoce of other sites. 
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Figure 2: Decomposition of a request by the DQBE/Mailer. 

2.3 Tbe Problem 

Our main objective in the U-Doc project is the minimi:mrion ofresponse time. To meet this objective, we 
must solve the problem ofhow to choose the searcher md the document server (ifthe choice cxists) to get 
the shortest response time. ln the previous explanation of the U-Doc architecture's behaviour, the alloca­
tion techniques are necessitated by the E.XJJminer to select a searcher from a set previously established. The 
Gatheru selects ooe document server from the list obtained by the selected Exmninu. 

The parameters our system have are the IICtUal ooes, that is, Internet available setJrchers (Lycos, Yaoo, 
etc.) do not give information about its states useful to calculate the response time of a request (e.g. number 
of tasks waiting for processing, processing power of the server, size ofthe waiting tasks. etc.). To malte this 
problem ttansparent to the user, two solutions are possible. The first is to choose the servers (to search and 
to rettieve the document) randomly. The second is to select the servers, taking into account the experience 
obtained about previous relationships. Because we are using Allocator agents having a leaming capability, 
we choose the secood solution. One ofthe strategies proposed is a combinatio.n ofboth, however. 

3 Model 

Though our approach was developed for the U-Doc distributed information system, the proposed mecha­
nisms are general ones aod can also be applied in other contexts. Figure 3 depicts the disttibuted system 
that we take as the framework used to simulate the performance of the algorithms. The system consists 
of three sets distributed throughout a set of sites (computers) connected by a network: a set of al/ocator 
agents denoted by C A = {C AI. C A2• C A3, ... , C Aa}. Another of Reactive agents denoted by the set 
RA = {RAt. RA2, RAs, .. . , RAp}, anda set ofusen, deooted by U = {Ut. U2, ... }. A site lodge 
zero o r ooe user, zero or one Allocator agent and zero or more Reoctíve agent . 

The set of RetJctive agent represent the available services in the system. The same service can be deli v-

310 Anais doX-SBES, Outllbro de 1996 PDF compression, OCR, web optimization using a watermarked evaluation copy of CVISION PDFCompressor

http://www.cvisiontech.com


TASK ALLOCATION STRATEGIES: ••• 

ered by di1ferent Reactive agents. Allocator agmts receive tbe laks delivered by usen. are able to commu­
nicate with each other by seuding messages over tbe coamnmicarion network, leam about tbe system state 
and have the skill to allocate a task baseei on their lalowledge lbout the system (servers). Fanally, users or 
clients delivertheirs tasks T.., = {tlt tt. .. . , t,.} to tbeAlloartoragents via an interface. 

ln the U-Doc arcbitecture, the set of Reactive apn~S repn:sent the set of searcbers available (Lycos, 
Yaoo, etc.). A delivered task is either a search request that should be addressed to one oftbe scarchers ora 
request of access to get an spec:ific document that must be deliwred to one of the document servers. 

Figure 3: The system is organized in two communities: one of Reactive Agents delivering the services avail­
able o ver the system and the other consists of Allocator apn~S storing the global state of the system. The 
major objective of Allocator agents' community is collaborate to distribute in a fair way the load among the 
first community. 

As depicted in Figure 3 the structure of a Allocator agent CODlains a knowledge anda control elements. 
Control element implement the location policy. The trmsfer policy is every time a task is recdved, decide 
about its transfer, and the selection policy is allocation ofiM tasks arriving). To decide about the allocation 
of a task, the Allocaror agent requires information about the state ofthe servers offering the required service. 
As established in Section 2.2 of our framework, even if Reactive agents are able to deli ver useful information 
to decide about an allocation, communication delays render tbem useless. We are using the leaming capabil­
ity of our Allocator agents to alleviale this problem. Figure 4 sbows the information leamed by Allocator 
agents. 

3.1 Leanú.ag aod Kaowledge 

The Allocator agents are able to leam about the evolution of Retlctive agents' states. For this purpose, they 
memorize for each Agent, the next piece of information that will be helpful to "predict" their service quality. 
We denote qz; as the the quality of service :t on the Reactive agDII i. 
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Aloc:8lor lglflt's KJIOWtldge lbout the System 
I~ llbcut the 

llgm with it htul ll7ld 1un1e 
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l('tMk day, - · --l 330 110 
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l('tMk *'· -· -l 4.-o 150 

Figure 4: Knowledge an Agent bas about the system's state. 

• qz;: qualityofservice. 

• T h: throughput of a quay on the networlc. 

• T: response time ofa reactive ageot to a qucry. 

• z: the service proposed by the reactive agent. 

• D: an array containing the days ofthe week. 

• H: an array containing .AIIocator agent local time. 

• V: validity duration of the lawwledge. 

• J.t: a coefficient betweeo O and 1, which represents the Agent's ability to remember the past 

ln the Internet context, the quality of a service of a Reactive agent is a function of the response time, the 
throughput, the Reactive agent local time (a server is more heavily loaded during the working hours than at 
night) and day of the week (weekeods are less heavily loaded than other days) [S]. 1bus a .AIIocator agent 
leams the behaviour of a Reactive agent for each hour of the day and for each day of the week. To do this, 
it uses the qz; = Th/ T formula to measure this quality when it sends it a task. 1be response time is an 
indicator of the Reactive agent's load, while the throughput is an indicator of the network 's load. 

It is necessary to take into account the changes ofbehaviour of a Reactive agent, however. ln our case, 
every time an answer from a Reactive agent is rcceived, its quality service for that day and time is modified 
as follows: 

qz = J.l • qz + {1 - p.)q 

where J.l represents the Agent's ability to remember the past and lies between O and 1. 1be choice of the best 
value of J.l is determined by the simulation results. 

However, if the information has not beeo updated before some delay V, it is considered to be out of date. 
ln this case, the Agent must stut a new learning phase on all the relevant knowledge. 

4 Dynamic: Request Plac:emeat Strategies 

Two cri teria appear to be esseotial in the dynamic request placement. Firstly, work distribution implies that 
an application must be widely distributed in order to use the available services in the best possible way. 1be 
locality criterion aims at reducing the overbeads due to communication tasks by dispatching the applica­
tion only over a neighborhood. 1bese two criteria are easily expressed by an economic equation [7, 21), but 
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one can see in a straightforward way that tbese requirema1ts con1lict. Tbe strategies presenteei are dynamic 
and non ~mptive. They are based on the bebaviour of AIIOClllor agents wbich collaborate to achieve a 
common goal; Retlctive agent wbich execute a task; a bidding protocol [ 19] uscd by AIIOClllor agent to get 
information about the system swe md finally on tbe learaing c:apacity of the AIIOClllor agent. Tbe use of a 
multi-agent approach allows us to deal with the trade-offprob1em in a dynamic way. 

4.1 Stntegy of Placemeat Bued o a Servlce Neptladoa 

lnitially, the AIIOC4tor agents have DO knowledge of tbe swe of the system dueto lack of e:xperience. To 
determine which Reactive agert to choose md at tbe same time to emich its knowledge, it starts a process 
of negotiation similar to that of bidding, found in free m.kets. 1bree pbases in such a process are identi­
fied. Firstly, a request-for-biddútgis launched beside ali RJ!active agents proposing the service. Sec:oudly, an 
evaluation of the Reactive agents' replies is executed; md thirdly, the contract altribulion pbase detenniDes 
the reactive agent on which tbe request is placed. II this oegotiation mec:banism is ~ and simple, it ne­
cessitares a large numbet of messages. ln a context of a large system such as the Internet, the cost associated 
with such a communication can be prohibitive. Most importantly, the servers are currently unable to reply 
to a request for a bid. (There is presently a great deal of effort to establish the actual minimal information 
needed in current distributed systems, some formalisms like KQML [18] and kif [lO] bave been studied). 
Therefore, we propose strategies based on this simple bidding negotiation protocol, but using the leaming 
capacity of AIIOClllor agent and different organizations oftbe communities of Rmctive agent and Allocator 
agent to minimi:u the number oftimes it must be exec:uted. 

Stntegy 1: wllea tbe AUoc:ac.r ageats bave aalacliYtdal orguizadoa 

We present here the bebaviour of the system when tbe Alloctuor agents use the simplest organization, that 
is they wo~ individually. ln this organization, when an AIIOClllor agent rec:eives a task, its knowledge of 
the system 's state should be used for the task allocation. lltbe knowledge is insufficient, tbeAUOCDtor agent 
start a process we call also RFB consisting ofbroadcasting a test request to learn about the system state, and 
allocate the task. 

______ Proceclure lAllocator agent's allocation mechanism _____ _ 

Case event of { 
TaskT: 

} 

For eacb subtask tE T do 

Load: 

lf local information is enougb to allocate t 
allocate(t); 

Else { • start the negotiation to get the service • 
RFB(service); 
eva/uate(olfers); 
allocate(t); 
update Jmowledge; 

} 
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E:umple 1. 

To demonstrate the bebaviour ofthe algorithm. we consider the next example baving two services S = 
{ 81, s2} offered by Reactive agents placed oo sites A, B , C and D. 1be service 81 is offered by &ac­
tive agenrs ofthe sites A and B while the service 82 by sites C and D. Submiued requcsts are Rl, R2, R3 
and R4 that make calls to services {sl, 82}, {81}, {81, 82} and {sl}, respectively. 

Table I illusttates the execution of these sequeoce of requests using this sttategy. IDitially, sites do not 
work. Similarly, Al/ocator agmts bave no .lcnowledge of the state of the system.. When an Al/ocator agent 
bas to place the request R1 thal makes a call to services 81 and s2, the former makes a RFB. Ali four sites 
A, B, CandDproposethesamequalityofservice,tbeAJ/ocatoragentplaceswitboutprefermcetherequest 
R 1 on A and C. Tbe Allocatoragmt aiso correspoodingly modi1ies its .lcnowledge ofthe quality of service of 
the two sites. During the arrival of request R2, the Allocator agent, consulti.ng its .lcnowledge base, allocates 
this request to the si te B tbat bas become the site proposing the best quality of service for 8 1• Tbe execution 
of ali requests necessitates six broadcast and 24 point-to-point communications. 

Table 1: Executionofthe sequence R1, R2, R3, Rt, R1 and Rs 

Site/Req. ••IA .. ,s .,;c ••ID x · y z 
lemp Kllowledge KDowledge Knowledge 
ti X/RI 1R1 1R1 ••IA- ••IB =o 

••/C = r,/D =o 
t2 YfR, 1R1 1R, 1R1 Va1id ll1f. • 1/A- 1 

•./B=O 
t3 X/R:s 2R1 ,R, 1R, 1R1 lR> Va1id inf. Va1id inf. 
t4 XjR,t 1R> o o lll, DOt valid inf. DOt vaüd iaf. 

YfR,t 
tS Z/14 1R> 1R. DOt valid inf. DOt valid inf. ••IA -1 

••IB=O 
16 XfR, 2ll, ,R, 2R.,Jio 2R, ,Ro ••lA- ••IB- 1 

X/R:s ••IC=O;••ID= 1 

Cooperative placemeat stratepes 

Cooperative placement sttategies are based on the organization of the elements of a system in groups tbat 
collaborate to get a common objective. ln our case the objective is to carry out globalload sbaring by means 
of the load sbaring among the groups of Reac~ive agent . Tbis organization bas the advantage of bave the 
possibility of reducing: 

• the number of messages excbanged between Allocator agents 

• the quantity of informatioo to m.mage at the levei of each Allocator agents 

• the overbead associated with the placement algorithm. 

Tbe idea of organizing processes in groups bas been implemented on different systems such as Amoeba [20], 
PVM [I], etc. and bas proved to be a powerful mechanism for reducing the complexity in distribution costs. 
Arranging the Allocator agenrs in groups can be done as a function of the geographical distribution of the 
Allocator agents, in which case it is termed geographical clustering. lf they are organized as functions of 
the characteristics of Allocator agents, for example, in terms of the services they offer, their homogeneity, 
etc. then the term virtual clustering is used. Each ofthese methods of organizing the Agent's communities 
have their advantages and disadvantages. Tbe problem is that for eacb type of application, there is a different 
organization. 
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Strategy wben AR are orguizecl in groaps of coDaboraton 

Our objective of grouping Reoctivt! agent is carry out globalload sharing by means ofthe load sharing amoog 
tbe groups of Reactive agent formed. We organize Reactive agent in virtual groups by service type. The re­
sults we look for are the three described before and the establishment of a boundary wbich assists the satis­
factioo ofthe locality criterion descnbed before. 

Organi.zing the Reactive agent community in this way, nece:ssitates a managemcnt appanlUS for eacb 
group. ln this case, our approach associates.an administrator to eacb group (type) of Reactive agents. The 
Al/OCIJlor agents can address it to obtaio useful data for the allocation of information. The administrator 
updates its informatioo about the elements of the group by periodically sending them "probe" requests. 

The algorithm ao Allocotor agent executes wben it receives a task is illustrated in Procedure 2. Firstly, 
tbe Allocotor agent tries to alloc:ate the task with the informatioo it has. If it's informatioo is not enough, it 
ask the manager of the group fulfilling the service necessitated the informarioo it requires. If ever it doesn 't 
knows tbe group manager, it obtain this information by means of a bidding process. The drawback of this 
algorithm is that managers' infonnation is necessitated. 

------Proceclan l Allocator agent' s allocation mechanism -----­

Case event of { 

} 

TaskT: 
For eacb subtaslc tE T do 

Load: 

II local iD.follDIItion is IIHfal to alloc:ate rbe subtaslc 
allocate(t); 

E1se 
II rbe manager oftbe requircd service is blown 

negotiate tbe service witb tbe ma.uager, 
allocate(t); 
upd.ate lmowledge; 

E1se { • s1art the negotiation to get the service • 
RFB(service); 
evaluau(olfers); 
allocate(t); 
update Imowledge; • about the manager anel services • 

} 

Example%. 

We resume the same series of requests R 1, R2 , R3,l4 and R5 as well as services 8 1 and 8 2 used in Example 
1. Tbere exist 5 sitesA, B, C, D, andE. The services1 isoffered by Reactiwagentsoosites A and B while 
service s2 is offered by Reactive agents oo sites C, D andE. Reactive agents are regrouped aa:ording to 
their type of service and therefore there exists managers for service 8 1 and for service s2 • We also add anotber 
aspect coocerning the duratioo of validity of the informatioo tha1 is comprised oftwo units of time. Request 
R1 , R3 and As are launched by the Agent oo the site X, the request R2 by the Agent on the site Y and the 
request 14 by Agent oo Z. 

AD executioo of the differem requests is illustrated in Table 2. To simplify our example, the quality for 
each service is represented by a simple value. At time t = 1, the Allocotor agent of site X starts request 
R1 tbat calls services 81 and a,. By asking service managers M 81 and M 8 2, it learns tha1 sites A and B 
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propose the same quality of savice for s1 while C IDd D propose the same for s2. Witbout prefereuce, R 1 

isplaced on sites A and C. Al time t = 4, the duratioo ofthevalidityofknowledge beingfixed at two units, 
the knowledge acquired of site X by the AJIOCII/Or agent is expired. At time t = 5, request 14 that simply 
uses savice s1 is started by Z. Al this stage. the knowledge of the AJIOC4lor agent of si te Z bas allowed 
the favorable placement ofthe request on site B. 1be placement oftbese requests on the di1ferent Reactive 
agenls necessitates four broldc:asts. three multicasts aud 29 point-to-point communications. 

Table 2: Execution ofthe seque:oce R1, R2, R3, /4, R1 and Rs 

Sit.e/Req. ••IA ••IB ••/C ••ID ••/E X y z 
temp KDowledae KDowlecl&e KDowleclae 
ti XfR, 1R1 1R1 ••IA- •a!B- o 

••IC = ,.,fD =O 
t2 YIR• 1R1 1~to 1R1 Va1id lnf. •a/A = 1 

•./B=O 
t3 X/~ 2R .R, lR, lR 1Jt, Va1id iDf. 'hlidint: 
t4 X/Rat 1R. o o 1R1 DOt valid inf. 110( valid iDf. 

Y/R2 t 
tS Z/R. 1R• b .. DOt valid inf. DOt valid inf. •a/A -1 

••IB=O 
c6 XfR, 2R,,R. 2~t.t..Ro 2R1 l~~e ••IA = ••IB- 1 

X/~ ••/C =0 
••ID = 1 

Allocatio11 Strategy ulag Virtul Gr'Oilps 

To allow knowledge sbaring between.AIIOCII/Oragenls, we organize them in groups. 'Eat;bAJIOCIIIOragent knows 
the elements of its group. Thus. wben an Allocator agent does oot know how to place a request due to lack 
of knowledge, it addresses a request to other AIIOCIIIOr agents in the same group to enrich its knowledge. If, 
after sucb knowledge enrichment, it still does not know how to place the request, it initiates a negotiation 
process. 

______ Proc:edure 3 Allocator agent' s allocation mechanism -----­

Case event of { 

316 

Task T : •task allocation request• 
For eacb subtaslc tE T do 

If local infoi1DIIIiolJ is Dseflll to place tbe subtaslc 
allocate(t); 

Else { •the agent tries to obtain information from its friend" 
enricb-knowledge(t, Friends); 
II tbe enricbed informatioJJ is Dseflll to a/locare r 

allocaze(t); 
Else { •start the negotiation to get the service • 

RFB(semce); 
evaluate(offers); 
allocate(t); 
update laJow/edge; • about the manager and services • 

} 
Load : • a reply containing information about a reactive agent• 
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} 

5 Sab-coatrac:tor Ageats 

ln multi-media information systems, to be able to offer complex added value services, it is necessary to allow 
the composition of services, that is, allow the possibility ofbuilding a service from other less complex ones 
offered by Reactive agents. An instance of a complex service is the bibliographical search that is derived 
from a translator, a localizatiao server, a gatherer md a format tnmslator. We introduce a new type of agent 
we call Sub-contractoragents wbich offer complex services. Sub-contractoragents have the same behaviour 
as Reactive agent because they offer a service (even which, although complex, an: still services). Also, the 
behaviour of an A.llocator agtlll bccause it negotiate the services it occessiwe to otfer it's service. (figure 
S shows some of the infoi'ID&lion a Sub-contractor keeps about the system. 

Sharing the knowledge among Sub-contractors is useful, because not ali the Reactive agent they use 
have the same information validity time. Thus a communication amid Sub-contracto~ can be enough to 
obtain missing information about the behaviour of Reactive agenl, wben an allocation decision is necessary 
to be taken. The results obtaiDed in this way have the following characteristics: 

• the time of response of a Sub-contractor is lower bec:ause the çorrnnunication is at the group level, not 
at the system levei (a multicast communication replaces a broadcast communication). 

• the quality computed may not be the best on the system. 

Syatem 8nd OWn Knowtedge of. SUb-contnlc1or 

s,.tlm's lnfol n.-lon Own nta.matloo'l 
~~lht ==abovtlht f'ttldiot ~ UIÜII l'd lllfll ,_ 

rdlrtloltslríJM rf "'Y- JldUs .......... a.-~ .. v= _,...._., ...... .... _,......., ........ 
~ - • 10 _,.... ............ 
-==- 41: ... 2S 20 

T-s.olot - f1 ,., 
·~ T-s.olot .. 12 1liD 

Figure 5: A Sub-<:ontractor agem keeps information allowing the delivery of a service planning a complex 
task. ln this illustration, the aame of the service is bibliographical search, necessitating the services of a 
bibliographic dalabase and texl processing. 

lnteractions between the differmt agents are illustrated by the Figure 6. The algorithm used by Sub­
contractor agents to place reqoests is briefty developed below. Tbe algorithm implemented is shown in Pro­
cedure4. 

------Procedare4 Sub-contractor' s allocation mechanism -----­

Case event of { 
RFB : 

For eacb subtaslc tE T do 
U own infol'lDIIIioa is aseful to allocate or subcoalnlet tbe subtaslc 

compute bid; 
retum(bid); 
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_...,.,.,_..... 
-L&di ... .... 

i ............. . 

Figure 6: lnteractions among the three agents communities. 

Else { 

} 

ask forasefal information to its collaboraton 
If received úlformation is enougb 

compute(bid) 
retum(bid); 

E1se 
For eacb missing service{ 

start a negotiation 

} 

If ali services are obtained 
compute(bid); 
update information 
retum(bid) 

Else 
delivers a cliagaostk message 

Task : allocate(taslc) 

} 

Eumple3 

We considerthree services 81, 82,83 and 81 otfered bytheReactiveagentsoffive sites A , B , C, D andE, 
81 by A and B, 82 by c andE and 8J by F . We also consider three Sub<ontractoragent types SS~t ss2 
and S S3, each one proposing an added value service composed from 81, 82 and 83. The Sub-contractortype 
SS1 using 81 and 82 is available on sites A, B andE; The Sub-contractortype SS2 using 82 is available 
on sites c and D, while the Sub-contraclortype ss3 using 81 and 8J is available on site c. Tbe validity 
duration of the information is a function of the service and is one for services 81 and 82, and three for service 
82. Three complex requests R , S and Tare considered, R accessing Sub-contractors types SS1 and SS2, 
S accessing SS2 and SS3 while T aa:esses SS2. 

AD execution ofthese requests is illustratedin Table 3 wbich shows the evolution ofknowledge obtained 
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ftom tbe different sites. At time t = 1, tbe request R making a call to Sub-conlractor types s sI aDd s s'l is 
launched by an Agent on si te X. Tbe formcr, having no knowledgc, makcs a request-for-bids (RFB) beside 
Sub-contractortypes S 5 1 and S S 2 on ali sites. Sub-contracton, duc to Jack ofknowledge, also start a {RFB) 
beside their Reactive agenJS soas to complete tbeir knowledge. Knowledge obtained by the AJ/OCQlor agent 
on si te X allows it to place tbe rcqucst oo sites A aDd C witbout pref'ereoce. Sites A aDd C allocate the work 
on services s., s2• At time t=2, request S launched by an AIIOCtllor agem oo site Y also executes a RFB 
beside Sub<ontractors types 551 and 552• These Sub-cofllTQC/()r types, having acquired knowledge, no 
longer need to get information beside tbeir service suppliers. R.equest S is placed on sites C and D. At time 
t = 3, request R is ended wbile T is lanncbed by an Agmt on site Z. Not having knowledge, the Allocator 
agent of site Z makes a RFB beside Sub-contracton serving SS2. ln our example Sub-contracton serving 
S S2 bave knowledge partial about the Reactive agent necessitated. Tbus firstly they sbare their information 
trying to take a decision, but finally they get informatioo beside tbe R«lctive agent , aDd the request Z is 
placed on site D. 

- - :.:>lfA ,.,.,,. 
"'"'''"' "~f<i :>~fU """" ~ ~ ~ 

I .=.x ::;;:: ::;;:: ::;;:: ::~~:: •u:~ • o ;;::~:: • • , •• o .,,c. o •2/C• O •2/C • O I ss,, •• o 
_,/D • O •2/D• O •2/D • O ~~:g:: I 

" 
..., - - - - :::~ :: "' - ;~E=~ s $$ A •2 

ll ;-;; ::;~:: ::~~:: ::~~:: ... o . ••c •a~A • I ;;;:~:: • &/A • l •a/A•l .,, ... .,,c- o • .,,c. o 
=~~~:: 

.,, ... •• , •• l •a/B• O . D •0 . Da O T .. II/X ··~". 2 ··~~. 2 
a .=::. --•• , •• 1 •s.JB• a 

SS,/A • 2 
SS,/B • 2 _._D 
~~~~=~ 

6 CoDCJasioa 

Tbe agent bas recently take as a subject of resean:h in distributed systems, distributed artificial intelligence, 
information retrieval, among otbers. This paper tries to contribute to tbe research of information retrieval, 
studying the agent approach to improve the response by means of a dynamic allocation of requests. Tbis 
agent approach is quite recent. Scbaerf et ai [2] have studied the interaction of various parameters and their 
effect on the systemefficiency. ln Arcadia [6], dynamic placemeot ismainly basedon tbecooperationoftwo 
agent types, "system agents", IDd .. application agents". Both appcoa::bes usually assume some control over 
the system, in the sense tbat it is possible to move a process to motber site to balance tbe load. They also 
rely on several indicators such as the number of messages received on a si te. This makes thetn inapplicable 
in the context of the Internet. The strategies for dynamic quay placemalt whicb we bave developed in this 
paper are part ofthe U-Doc projec:tand assume a worldwidedisaibutioooftbe informationsystem at Inter­
net scale. They rely on the approach of multi pie agents organized in a coiDJDUDÍty of Allocator agents anda 
community of Reactive agents. ln order to optimize dynamic quay placemeot, we mainly use tbe knowledge 
an Allocator agent obtains duriDg its experiences aDd also allow tbeir coopention to sbare information. Tbe 
response time and the througbput are the only paramete:rs that tbe Al/ocator ãgents use to build tbeir knowl­
edge through tbeir experiences. ln order to enable complex services with large added value, Sub-contractor 
agents are also proposed. We have developed these strategies of allocation taking into account the actual 
conditions of our project. Today algorithms are being tested by means of a simulation. The results of our 
simulations will undergo actual validation in our U-Doc project. 
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