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ABSTRACT 

Thi. paper reporl. experience and describes the tool. used in parallelizing large 
application programs of two kinds : Monte--Carlo .imulation and linear programming 
optimization. These techniques are used in a large number of application. in power 
system operations and planning, and in varioua fields of engineering and science. 
Parallelism is analysed on Lhe subroutine level and the programmer will be 
responsible for adapting Lhe exisUng application code Lo the parallel environment. 
The tools comprise a multi-processor computing system with parallel processing 
software fa.cilities, a concurrent processing simulator for helping on problem partition 
and debugging, and a data-base containing information on the application's variables 
and subroutines. The goal is to reduce execution times taking into a.ccount the 
soluUon structure. Three case studies illustrate the application of the above tool8 and 
the development methodology. Result. obtained .how a very high efficiency in tbe 
use of tbe concurrent processors. 

RESUMO 

Este artigo descreve a experiência e as ferramentas usadas na paralelização de grandes 
programas de aplicação de dois tipos: simulação de Monte--Carlo e otimização em 
programação linear. Estas técnicas são empregadas em um grande número de 
aplicaçOes de planejamento e operação dp sistemas elétricos e em vá.riús campos da 
engenharia e ciência em geral. O paralelismo é analisado no nfvel de subrotina e o 
programador será responsável por adaptar o código existente ao ambiente paralelo. 
As ferramentas compreendem um sistema multi-processador com facilid.ades para 
programação de aplicaçOes paralelas, um simulador para ajudar na parliç.'Io do 
problema e sua depuração, e um banco de dados contendo informações sobre as 
variá.veis c subrotinas da aplicaçAo. O objetivo é reduzir os tempos de execução 
levando em conta a estrutura da solução. Três casos~tudo ilustram o emprego das 
ferramentas acima e a metodologia de desenvolvimento. Os resultados obtidos 
mostram uma alta eficiência no uso de processadores concorrentes. 
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INTROPUCTION 

Tbe advantage of parallelism over a sequential approach in accelerating the 
solution of a. number of scientific and engineering problems is now 8. widespread 
ooncept. Techniques on how to design programs specifically to parallel machines are 
aIready bein~ propose<! 11,2[. On the other hand, aIthough much effort has been spent 
towards findmg a oomp)etely transparent way of taking large sequentiaI applications 
and parallelizing them [31, up to now there is no general solution. Measures of 
potential parallclism 00 a. nigh levei statement basis in large applications f4j indicatc 
tbat they would benefil from this technique as soon as the hardware and software lhaL 
can exploit thern are available. 

In the mea.ntime, programmers who wish and need their applications to benefit 
from existing hardware and software will be responsible for paraIlelizing them [5[. 
Their main concern will be the conversion of tested applications ruoning 00 a 
sequentiaI machine to a parai lei environment, in a fast, reliable and emeient way. 

The particular applicatioDs we deal with concern very large simulations used in 
power system planning and operations [6,7,9[. Today, these simulations try to 
circumvent Lhe computational Iimitations of conventional comput.ers by considering 
reduced electric sysLems or analysing a Iimit.ed number of cases, for instance. 
Minimum cost planning alternatives and security analysis are examples of 
applications which would direcLly benefit. from ext.ending t.his scope. Besidcs, Lhe 
metbodology used for these problems is general, and has application in many olher 
fields. 

Given an application that is suitable for parallelization - in the sense that it 
allows a partition in "coarse grains" which are Lhemselves parallelizable -, the 
applications' programmer faces the following question: which tools shaIl be use<! to 
help to convert the applica.tioD to a parallel enviroomenL? Programmers are not able 
to explore parallelism on a statement basis, but will be interested in getting the 
benefit of a paraIlel computer at a procedure leveI. 

This paper describes experience acquired doing this work and the tools which 
were developed to help in this task. Existing aIgorithms were implemented in a 
16-cpu system, and benchmarked against their seriaI counterparts. The paper does 
DoL have Lhe intenLion of being complet.ely general, but rather Lo provide very simple 
and sucoessCully tested tools for the development of parai lei programa. 

The following hypolhesis are being made thróughout the text : 

• paraIlelism will be treated on the procedure levei 
• applicatjons are in principie suitable to parallelization 
• the programmer will be responsible for the paraIlelization ( what means 
that his/her expertise will be needed ) 
• FORTRAN is the programming language 
• a paraIlel machine with part of its addressing space shared by aIl 
processors is available. 

The last item is Dol mandatory and has been included hecause it may lead to simpler 
rode in actual programming. 
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The nex~ sectioll Or the paper dcscribcs ~he code 8~ructure in ~hc Illlplica.tiulIS 
use<! as lesl cases. Seclion III describes lhe 1001. used and lhe resull. oblained in real 
cases. The lools comprise a dala-base of roulines and v&ri.bl .. , a p,uallel processing 
simulator and a multi-processor syslem. The .ummary and conclusions are given in 
seclion IV. 

!I STRUCTIJRE OF THE PRO!lLEMS 

The applica.tions used as tes~ cases a.re of two types: Monte-Carlo simulation 
and linear oplimizalions problems. 

Monte-Carlo simulation is a widespread tool used io applications ranging Crom 
physics lo economics lO power syslem securily analysis. This melhod models 
unconlrolled variables as random and sludies lhe slalislical behaviour of lhe syslem 
under various inputs. 00 tbe other haod, large linear optimization problems with 
hundreds of Ihousands conslrainls arise in power syslem planning 171. These problems 
may be decomposed by lhe Benders algorilhm 18J leading lo smaller size problems 
which are themselves amenable lo parallelizalion. 

In bolh kinds of applications there is one very big loop which is parallelizable. 
Nevertheless, i1. is no1. possible to write in 1.he rode some cons1.ruct Iike 
"PARALLEL LOOP" and hope the exisliog compilers will do ali the work efficient\y. 
A1. 1.bis poin~ 1.he programmer exper1.ise seems essen1.ial 1.0 decide 00 a number oC 
praclical issues Ihal do arise. 

11 .1 - Monte-Carlo simulation 

In a procedural approach, a Monte-Carlo simulatioo pro~ram may be 
cha.racterized as a simple tree having three maio branches : an initialtzat.ion code, a 
simulalion loop and a lerminalion code (Figure I). 

INITIALIZATION 

MAIN PROGRAM SIMULATION LOOP 

TERMINATION 

Figure 1 - Structure oC Mon1.e-Carlo simulation 

The inilializalion code calcula:es lhe condilions for every simulalioo in lhe 
simulatioo loop. During the loop the -.:ariables which accumulate 1.he resul1.s are 
upda1.ed. These variables are 1.hen ou1.put in the termina1.ion code, aCter the final 
calculations. For each run of the simulation loop there is a variable or a set of 
variables, called "seeds", which ~re random variabJes. The simulation loop goes on 
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until a maximum number of iLcraLions is ruo ar some convergenee eriLerium is meL. 
Each execulion of lhe loop code is independenl of resul18 from any olher loop 
execuLion. 

leI us define lhe following seIs of variables (which bclong lo eOMMON blocks, 
Le., are shared by more than ODe procedure) for this problem strueture : 

a. 

b. 

c. 

Conslanl group (KO) : ali variables which are calculaled (wriuen) in lhe 
iniLialization parL and read inside the loop. 

Reduced safe group (RSO) : KO u {random seeds I. 
Safe group (SO) : lo find lhe SO one needs lo lake lhe following sleps
a-do SO = RsO 
b - add 10 SO ali variables Ihal are assigned values exclusively from variables in 
SO 
C - repeal b unli! no more variables are added. 

lf a graph, with nodes representing the variables and the ares dependenees 
between variables (with one are from a node to another ir a variable is used in 
updaling anolher), lhe problem of calculalin~ SO can bc formulaled as finding ali 
nodes belonging to paths starting from sources 10 RSO. 

In lhe parallel implemenlalion every processor will execule exacUy lhe same 
code and only v",iablcs Ihal need lO bc shared bclween processors will bc placed in 
common memory. 11 can bc affirmed Ihal : 

1 - 11 lhe simulalions in lhe loop are independenllhen 
SO = ! ali variables appearing in lhe loop I 

NOle : Ihis can bc used as a debugging 1001. 

Proof : Suppose Ihere is a variable X whicll appears in lhe loop and does not bclong to 
50 . X is wriUen in the loop, because if iL was only read Lhen iL would belong to RG . 
Besides, X = f(X,SO}, since X cannot bc only f(SG} - because it would bclong. to SG 
by definitian - and it cannot be the ouLpuL of a randam funeLion - X = H). 50 Lhe 
value af X is dependenL from Lhe value of X from a previaus execuLian o( the loop, 
and 50 Lhe loop would Dat be independenL, whieh is a conLradicLioD. 

2 - RSO will conlain only local variables lO each one lhe processors. 

3 - 11 a variable is wriuen inside lhe simulalion loop and is read ( and occasionally 
writLen aflerwards ) in Lhe LerminaLian part af Lhe program, Lhen lhis variable should 
bc declared global an its access prolecled by lhe use of semaphores. 

Proof : leI X bc a variable in Lhis case. If X is read afLer lhe simulation loop Ihen iL 
conLains a rcsulL LhaL is availablc only arLer Lhe whole simulaLion is over, sinee one 
does nOL know when iL will be updaLed . 50, keering iL local to eaeh processar would 
lead Lo erroncous results, sinee Lhe eonLribuLions from other processars (whieh are also 
execuLing simulations) would DaL bc taken in accounL. 
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This last result shows the impartance oC programmer's intervelltion : given that 
a variable is global, decisions on which and when variabl .. should be locked depend 
011 the particular implementation of the code, which may vary widely. 

The analysis of loop independem", may be innuenced by the existence of boolean 
conditions (C), I.e., if-then-else constructs. Some of the .. signment statements 
considered before may be subject lo Iheso constrainls. The following can be 
arf"med : 

4 :- Execulion of eilher lhe TIIEN or ELSE e1aus .. musl nol change SG. If il ~oes, 
the independence of lhe simulalion loop will be a funclion of the value of C. 

In lhe latter case, if ali variabl .. involved in Calculaling C belong to KG, Ihen il 
ca.n be known a priori whether Cor a. particular run the loop will be independent or 
noto 

Figure 2 shows • simple programming example, where the loop in subroutine C 
is fully paralleliz.ble. 

PROGRAM A 
DATA PAR 11.01 
COMMON ICOMI m(IOO),n 
CALL B 
CALL C(PAR) 
END 

SUBROUTINE B 
READ(5,") m 
RETURN lO 

SUBROUTINE C(PAR) 
DO 10 1=1 100 
n = n + m(I)" PAR 
RETURN 

Figure 2 - Programnting example 

From the example above one notes that the loop cootrol variable I has oot been 
addressed in the previous set definitions, since it 8tands right in the Crontier oC what 
can be parallelized. Variable I must be declared glob.1 and copied to a local variable 
ILOCAL Ih.1 will replace its occurrenc .. during lhe loop. In order to calculale SG, 
variable I can be considered lO belong to KG . In the example, variabl .. m and PAR 
would be local to each one of the prooessors, while v.ri.bl .. n and I would be made 
global and Iheir updat .. protected by the use of sem.phor ... 

11 .2 - Optimjzation problems 

Large oplintizalion problems m.y be decomposed accordin~ lo lhe Bendera 
algorithm into smalIer size ones. These new problems may be vlewed as having a 
masterlslave structure (Figure 3). For example, the objective of security constrailled 
dispatch with posL-contingency corrective rescheduling is Lo determine a minimum 
OO8L operation paiot which will not lead to overloads, if any contingency ouL of a 
given Iist occurs, taking post--<:ontingency corrective a.ctions into a.ccounL. The 
security-{X)nsLrained dispat.ch corresponds to a very large optimization problem, which 
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i. solved by Bender. decomposition [71. By thi. approach the problem i. decomposed 
in ODe IIbase case ll optimal dispatch ('master tl

) and NC separate "post eontingency" 
dispatch .ubproblem. ("slaves"), each of these with a smaller dimension th .. the 
originaJ problem. l'he IIbase case" and "post-contingeneyll subproblems are solved 
iteratively until the global optimum solution is reached. This problem call be 
interpreted as a tW<HItage decision process : 

• first, one calculates the optimal di.patch operating point xo: 

z = min ct Xo 
•. t. [aJ Xo ~ bo (I) 

where Xo is .the set of state aod oontrol variables in a base case systcm eonfiguration, 
and (I) represents the load-now equations plu. operating constraints . 

• second, given xo' ODe ealeulates a Dew operatiDg poiot Xi (system state after 
the Hh contingency, iE[I,NC)) , such that 

[ail xi ~ bi 
11 Xo -xi 11 ~ à i 

(2) 

(3) 

where (3), the coupling coostraiots, represent the post-contingency rescheduling 
limits. 

This decomposition algorithm was used as a basis for lhe parallel processing 
implementation ; each processor is loaded either with the IIbase case" or wHh one 01 
the NC "post-contingency" suhproblems, as shown in figure 3. 

The master sendo information aoout its state M to the slave, which sendo it back 
information S to eventuaJly calculate a new state M'. The iterative process goes 00 
until a ~iveo convergence eriterium ( = f(M) is meto The slave part is in fact a big 
loop which eao be analysed using the .same cri teria as before and, of course, fully 
parallelized (Figure 3) . Differently from the previous ql3e, it is now necessary to 
determine M and Si' i.e., the information passed between the master and slave parts 
of the application. 
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Figure 3 - Oplmizalion problem ,Iruclure and il' parallel parlilion 

1I can be alfirmed Ihal : 

5 - M = Mw n Sr I Le., the variables written in the master and read by the slave 

processor. 

6 - Si = Sw n Mr ' i.e., the variables written in the slave and read in Lhe master 

processor. 

In praclice Ihese 'Ialemenl, may nol be clear from lhe ,ynla>< of lhe programo 
For inslance, Si may be slored in one veclor changing only lhe index or Ihis area may 

be used by the master as a draft area after reading the information. The order in 
which the read/write operations are performed is also an important issue and must be 
considered when del.ermining M, so l.hal. it will nol. be considered larger l.han il. really 
needs to be. This question has not been tackled because, in general, l.he order in 
which operations are performed depends on the program execution and cannol. be 
delermined only by analysing ils synta><. Programmer's inlervenlion aI Ihis painl 
5eems again essential. 

!li TOOLS AND RESULTS OBTAINED 

Threc tools wcre uscd Lo dcvelop parallcl versions of sequelltial programs 011 a 
proceourc levcl : 

• a data-base describing dependences between routines and variables 
• a parallel processor simulator 
• a multi-processor system with part of its address spate shared by ali 
processars. 

The daI a-base was conceived lo FORTRAN programs and lakes in accouul 
both mechanisms in l.his language of passing variables between routines : arguments 
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declared 011 the subroutine statement or common blocks. The data-base is 
automatically generated from compiler Iistings. As a side--effect, this data-base ia 
also being uscd as a documenlalion and developmenllool. 

The following relations - with their arguments explained - bave been defined to 
describe the routines and variables dependences in a Fortran programo By "routine" 
oDe means the Fortrao program units : subroutine, function and main programo 

o ROUTDESC : rouline descriplion 
-IWUTINE 
- UNIT TYPE: Iype oI Forlran program uuil 
- COM&lENT : any kind oI exlra inlormalion desired 

o ROUTCALL : lisling oI ali roulines ca.lled by some rouline 
- ROUTINE : rouline name 
- CALLS : program unils relerenced by ROUTINE 

• ROUTARGU : routines which bear arguments 
- ROUTINE 
- ARG_NAME : dummy argumenl name 
- NUMBER_ARG : relative position in arf;ument list 
- STATUS: whelher lhe argumenl is read/wrillen 

o CALLARGV : ali ca.lling relerences lO roulines which bear argumenls 
- ROUTINE 
- CALLED BY: program unil calli ng ROUTINE 
- ARGUMENT : aclual argumenl used by CALLED_BY 
- NUMBER_ARG: relalive posilion oI argumenl in lhe 
original argument Iist 

o ROUTCOMM : ali roulines which use common blocks 
- ROUTINE 
- COMMON : common name 

o RO UTV A RI : ali roulines and lhe vari.bles Ihey reler lo 
-ROUTINE 
-VAR NAME 
- STATlIS : wheLher Lhe variable is read/written in routine 

o COMMVARI : variables in common blocks 
-COMMON 
- VAR_NAME 

o VARIABLE : common block var iables in lhe program 
- VAR NAME: vari.ble name 
- VAR=TYPE: variablc Iype 
- VAR DIMENS: variable dimension 
-COMMENT 

The data-base is used as a powerful aid to the programmer in Lhe task of 
partitioning the applica.tion, but it callnoL be used as the only tool Lo analyze the 
code .. For mstance, using Lhe same name of variable for compleLely dHferent purposes 
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in two program sections iR a semantic ract that cannot be discoveroo by a syntax 
analyzer. So, programn~cr's intervention in the program's parallelizaLion task cannot 
be excluded. 

A parallel processiog simulator, running 00 a sequential machine, is useful in 
helping the transport ioto the parallel environment. In the absence of a parallel 
debugger it is a solution that can provide a , mooth transition from the original 
sequenLial environment into the parallel environmenL. The simulator developcd, 
running on a VAX/VMS environment, is bascd on a control mcchanisrn and a timing 
mechanism. Thc control mx hanism allows cach one af Lhe simulatecl processars to 
execute in a round-robin fashion for a time interval specified by Lhe Liming 
mechanisITI. These mechanislIls combined give Lhe programmer conLrol af Lhe 
execuLion environment 00 a sLep-by-sLep or processor-by-processor basis. Any 
oumber of processars can be ruo on Lhe simulator which also incorporaLes raciliLies 
like send/receive primitives, lock/unlock primitives, eLc. It is also userul as a 
debugging tool, since it allows observiog deadlock and violation of criticai sections, for 
exannple. 

The multi-processor system being used, called the Preferential Processor (PP), 
consists of 16 processor boards, iAPX 286/287 based, with 128k of common memory. 
This proLoLlpe ma.chine is Lhe result of a joinL effort rrom CPqO/Telebras ror Lhe 
hardware (tIOI), and CEPEL, for the software (111]). The 286/287 set will be 
upgraded to :lS6SX/387 particularly to improve hOaLing point performance. PP 
presents to the user the very ramiliar PC-Lype interrace, since each cpu runs DOS. 
The user has available services for communicaLion/synchronizaLion which are Lhe 
saroe as those orrerecl in the simulaLor. 

Two programs applying the Monte-Carlo methodology were used as tesL-cases : 
a moderate size transmission reliability evaluation progra.m [61 and a. big multi-year 
power system planning and operation program 19J. The first one allowed a rast and 
error-free transiLion from the sequenLial to the parallel version. The speed-up's 
obtained on the PP may be resumed saying that for 16 processors the speed-up 
obtained was higher than 15. This impressing speed-up can be easily justified by the 
fact that practically the only inrormation exchanged between processors are 
contributions to means and sLandard deviations, what is done after a long series of 
calculations 16J. 

The second applicaLion is the resulL of a joinL efforL from various power utilit y 
companies from the Northwest of the U.S .. It makes heavy use of files, even during 
the simulation loop. For sequential output files updated during the loop the solution 
Laken wM to make each processor write Lo iLS own privaLe file (indcxcd by Lhe loop 
control variable) and let one cpu Lake care of organizing the file as in the origillal 
sequential version. This program is currently running on the simulator and the 
results on simulaLor runs are shown in Figure 4. To run on Lhe Prererential Processor 
the program will be re-sLructured so Lh80t memory restricLions mighL be 
circumvenLeu. 
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Figure 4 - Syslem Analysis Model speed-up (simulaIOr) 

The oplimal dispateh with security conslraints was considered lo illustrate the 
second kind of application. The yarallel version of the security-wnstrained dispateh 
was tested with a configuration o Lhe Brazilian electric system, witb 504 bu&es, 880 
circuits and 72 controllable generators with 20% corrective capa.city. The objective 
function was Lhe minimum deviation from the optimaJ operating poioL obtained 
without security constraints. The preventive dispatch w&s calculated for a list af 118 
contingencies, corresponding to a linear programming problem witb a.bout ODe miUioo 
constraint8. With lhe decomposition a1gorithm, tbis problem is divided inlo one 
"master" problem and 718 "post~ntjl1gency" subproblems, each with about 1400 
oonstraints. !ts resuas are depicted in Figure 5. Tbe lower efficiency can be 
explained by a tighter coupling belween lhe master /slave parts of the program than 
that exhibited by Monte-Carlo simulation. What is being done now is to devise new 
meehanisms of cooperation belween master and slave processors 50 Ihat convergence 
will be accelerated and, in consequence, effieieney will be higher. 
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Figure 5 - Large linear optirnization problem speed-up 
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IV - CONCLUSIONS 

The paper described the experience in paraIlelizing large sequentiaI applications 
of two classes: stochastic simulation and linear optimizatioo problems. These types 
of problems arise in many power s)'stem applications as well as in many fields of 
engineering and science. The tools developed permitted a fast and reliable transition 
Crom the original sequential applications to their parallel versions on the 
multi-processor. This approach has prooved to be cost....,rrective and is now being 
employed to convert other programs which also allow "coarse grain" paralleHsm. Ao 
experl system might be useful to ea.sen the decision-Iaking process by lhe 
programmer, for instance, in order to decide which variables are global, or to gcnerate 
Lhe code modifications in a user-Criendly way. 
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