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Abstract: A new approach to software reliability modeling is discussed where variables indirectly related with software reliability are used to provide additional information for the modeling process. Previous studies, empirical evidences, and results from experiments indicate that there is a strong relationship between software reliability and coverage of program elements required to be exercised by structural testing criteria. In this vein, a Binomial software reliability Model Based on Coverage - BMBC - is proposed and discussed. The BMBC, the first software reliability model based on coverage, was assessed with test data from a real application, making use of the following structural testing criteria: all-nodes, all-edges, and potential-uses - a data-flow based family of criteria. Results from the experiments show a clear superiority of the BMBC over the traditional models and point to a very promising research direction in software reliability.
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I - Introduction

1.1 - Context

The quality-cost tradeoff is a designer's main concern in the development of software products, as it happens in every engineering discipline. Quality is a software characteristic difficult to measure and, according to [ISO9126], it includes the following attributes: functionality, reliability, efficiency, portability, usability, and maintainability. Reliability is defined as the probability that the software won't fail over an interval of time, in a given environment [Mus87]. It is a measure very relevant in making a decision on the release of software. Reliability has been extensively considered in the analysis of software quality and, as a relatively new research area, its study has attracted a significant attention from the scientific community. Measuring the reliability of a software is a very challenging task. Reliability represents quality from the user's point of view; it is known that it is practically impossible to achieve 100% reliability, even for programs which are not very complex. Software reliability is used as a reference by software development organizations; the level of the measured reliability of a product is a criterion for its approval. Tests are extensively performed not only to remove defects from a product but also to determine its reliability level. Concern about software reliability started with Hudson [Huds67] and, from the seventies on, based on concepts from hardware reliability, the first studies and models of software reliability were proposed ([Jeli72] and [Shoo72]). In the eighties, studies on software reliability became more intense and many other diverse models appeared. The study of software reliability is an analytic approach based on the following concepts:
1.2 - Motivation

A mathematical model is called a software reliability model if it is used to obtain a measure of software reliability [Xie93]. Mathematical models of software reliability have a probabilistic nature and attempt somehow to specify the probability of occurrence of software failures. The ultimate goal of the models is to quantify the software reliability as precisely as possible. Models are used to measure reliability, to analyze failure data, to make inferences about the future behavior of the software, and for decision making during the testing and debugging processes. However, in spite of the effort in modeling, the proposed models provide only a rough estimate of software reliability. Limitations of reliability models and reasons for their insufficient predictive ability have been pointed out by several authors ([Bish90], [But91], [Ham92], [Litt93], [Var95], [Chen95], and [Chen96]). All models make use of failure data obtained from functional or “black box” testing, assuming that reliability grows automatically with the progress of the test [Ham92]. The concrete result is that a model may provide a good fitness for a given software but be completely inadequate for another one. The usual procedure for software reliability modeling does not make use of information on the coverage of required elements of none of the well-known “white box” testing criteria, despite the occurrence of failures being always connected to the exercise of a program’s elements during its execution. Another restriction to reliability models is due to the testing criteria themselves. Every test criterion determines for each program a finite set of program elements that should be exercised by execution of the program on the test data. This set of required elements imposes a limit to the capacity of test data generation of the criterion because, once all the elements in the set are exercised, additional test data will exercise required elements already exercised and, therefore, equivalent to data already used in the execution of the program [Bast86]. Another restriction to the use of time as a control variable is that there is no guarantee that the test effort is adequate if test data do not exercise at least the main functions of the software. Hence, testing software for reliability estimation merely as a function of time does not make much sense. Thus, the models so far in use try just to simulate the mathematical function representing the growth of reliability; they do not address the reasons underlying the phenomenon represented by their functional form.

Based on the reasoning above, the approach has been reinforced of modeling software reliability by using information somehow connected to it, such as code coverage. Experiments and studies have been conducted to investigate the relationship between code coverage and software reliability, such as: Ramsey and Basili [Ram85], Adams [Adams80], Garg [Garg94], Veer and Marshall [Vee94], Malaiya and others [Mal94], and [Var95]. A recent experiment using control flow and data flow based testing was conducted by Frate, Mathur and Pasquini [Frat95]. Their results provide evidence of a relationship between software reliability and coverage of elements required by the testing criteria. A more recent experiment, by Crespo, Jino, Pasquini, and Maldonado [Cres97a], investigates the relationships between software reliability and coverage of elements required by the following testing criteria: all-nodes, all-arc, and the data flow based family of criteria - potential-uses, all-potential-uses, all-potential-uses, all-potential-uses, all-potential-uses, and all-potential-uses. Previous studies, empirical evidences, and results from the experiments provide the motivation for a research effort aimed to determine and make use of the relationship between software reliability and code coverage; that is, to devise and adopt an alternative approach which takes into account the structure of the software in the process of reliability modeling. There is no record of software reliability models using coverage information for reliability estimation. The development is described of such a reliability model where information on the coverage of testing criteria is used directly as a parameter of the model.

1.3 - The Approach

Reliability is expressed typically as a function of time units. On the other hand, coverage of elements required by a testing criteria does not involve time but the number of test data or input data. Nevertheless, the relationship between coverage and reliability can be easily derived from the frequency of execution of test data, that is, the number of test data executed by time unit. In this approach, the execution of a test datum is assumed to correspond to a time unit of software execution. Thus, the information on the coverage can be used directly in the process of software reliability modeling.

Malaiya [Mal94] makes the same assumption to create a model establishing a relationship between code coverage and number of test data. His model explains the coverage as a function of test data. Chen [Chen94] also makes that assumption when using information on coverage to define a compression factor to correct the overestimation of reliability by the traditional reliability models.

1.4 - Organization of the Paper

Section II presents basic concepts of testing criteria and of coverage of elements required by a testing criteria. Section III contains the theoretical background of software reliability, the development of the bimodal model based on coverage, the measurements of reliability evaluation, and the procedure for estimation of the parameters of the model. Section IV describes the use of the model with data from testing a real application software; results from the proposed model are compared to those from traditional models. Section V presents our conclusions and suggestions for future work.

II - Testing Criteria and Code Coverage

2.1 - A General View of Testing Criteria

There are several ways of testing software. Functional test, structural test, regression test, unit test, integration test, and system test are terms used to characterize diverse features and points of view of software testing. Such terms usually characterize the testing criteria to be applied in testing or correspond to the testing phases/products of the software life cycle.

Functional test or “black box” test is a term used to encompass the testing criteria which address the functions of software; structural test or “white box” test is a term used to criteria addressing the structure of software. Both approaches can be applied to: testing of a module/unit test; testing the integration of modules - integration test; testing the system as a whole - system test; testing during the maintenance phase - regression test. A unit is the code of a small component of the software - a product of the coding phase; the integrated modules are the aggregation of all units as a whole, as defined by the design phase; and the system is the whole of the which software is a part. The regression test is done to evaluate the effect of modifications due to maintenance activities on a released product as well as to evaluate new versions of the product.

- Functional Test, or “black box” test - test data are selected to exercise a program’s functions, that is, test requirements are derived from the functional requirements of the software regardless of how they are implemented.
- Structural Test, or “white box” test - test data are selected to exercise the elements of the
implementation of the software, that is, test requirements are derived from information associated to the control and data structures of the procedural design.

Structural testing methods or criteria may be classified as:

- Control Flow Based Testing: the test requirements are based on the constructs of the control flow of a program code. Examples of control flow testing criteria: statement testing (or node testing), branch testing (or arc testing), condition testing, and multiple-condition testing.

- Data Flow Based Testing: the test requirements are based on the types of occurrence of variables in a program code, basically, definitions and uses of variables. Examples of data flow based testing criteria: i) data flow based family of criteria - all-uses, all-c-uses and all-p-uses (Rapp85); ii) potential-uses family of criteria - all-potential-uses (FU), all-potential-uses (PUDU), all-potential-du-paths (PDU) ([Mald92a] and [Mald92b]).

Each of those testing criteria can be used either to evaluate or to select test data sets.

2.2 - Coverage of Elements Required by Testing Criteria

Test coverage is always associated to a testing criterion. A coverage value expresses the percentage of already exercised required elements with respect to the total number of elements required by the testing criterion. Coverage of 100% indicates that all the elements required by the criterion were exercised by execution of a test data set.

Functional testing is the most usual way of validation of a software product. A certain amount of input data is selected, the software is executed on this data set, and a check is made whether the produced outputs match the expected results; the internal structure of the software is not considered in this process. The confidence level on the product reliability increases when a large number of input data executed by the software yields correct results.

However, the increasingly greater capacities of hardware and computational systems have made software systems and applications increasingly complex and diversified. Functional testing, although still necessary for validation, is not enough to assure that the product has been adequately tested, as it does not check the constructs of a software's implementation; it does not provide information on what is or is not being exercised in the code.

Code coverage is a measure of the extent a test data set exercises the several regions and elements of the code. That is, the coverage is a metrics used to assess the adequacy of a test data set concerning the appropriate degree of code exercising. Coverage information can also be used to evaluate the quality of the test data set; if all the elements required by a strong (more demanding) criterion are exercised we can say the test data set is of good quality. A criterion stronger than another one demands usually a larger number of test cases to exercise its required elements. If there is a growth in coverage, that is, a new test data set exercises an area or element of the code still not exercised, the chance increases of revealing new defects.

Therefore, coverage information provides a more concrete basis for the use of the testing activity to measure appropriately software reliability.

III - A Binomial Model Based on Coverage - BMBC

3.1 - Foundations

The failure process of the software for a binomial type of model is characterized by the behavior of the rate of occurrence of failures in the software. The number of failures occurring in the software follows a binomial distribution of probability, this being the reason for its characterization as a binomial type, according to Musa's classification ([Musa87]). The functional form of the failure rate characterizes completely the software reliability model.

In the proposed model, time is replaced as the control variable by the variable number of test data, that is, the measurement unit of software testing is the test datum. This is necessary as reliability is a characteristic defined as a function of time. Thus, the failure rate of a software is characterized by the number of failures by test datum or by test data set.

However, as discussed previously, a number of test data executed by the software results in a certain coverage of the software code. Moreover, the coverage value depends on the testing criteria used for evaluation of the test data. Hence, the failure rate of the software is also related to the coverage of the testing criterion achieved by execution of the test data. It should also be remarked that the failure rate is high and the test coverage is low in the initial stages of testing as few test data have been executed; in the final phase of the testing, the failure rate is low and the test coverage is usually high. That is, the complement of test coverage can also be used as a variable directly related to the failure rate.

Hence, the basic assumption of the proposed binomial model is that the failure rate of the software is directly proportional to the complement of the coverage achieved by execution of the test data. Empirical evidence to support this assumption is given in [Cresp97a] and [Cresp98].

The normalized coverage instead of the observed coverage is used with the purpose of estimating the software reliability independently of testing criteria.

3.2 - Development of the Model

As previously mentioned, the binomial type of model is characterized by the functional form of the failure rate by defect, \(Z(n)\), where \(n\) is the number of test data applied to reveal the defect \(a\).

Thus, in the proposed model, the failure rate \(Z(n)\) for a defect \(a\) is proportional to the following measurements:

- Number of test data executed by the software until the occurrence of the failure caused by the defect \(a\),
- complement of the coverage reached with the execution of the test data up to the occurrence of the failure caused by the defect \(a\),
- weight of the test criterion used as strategy for the generation of the test data.

With those assumptions, the following functional form is proposed for the failure rate of defect \(a\):

\[ Z(n) = \alpha n^{\alpha - 1} \]

where \(n\) is the number of test data executed for detection of the defect \(a\) and \(\alpha\) is the complement of the coverage reached with the execution of a test data, \(0 \leq \alpha \leq 1\). The value of \(\alpha\) is obtained according to the strength of the criterion used for selection of the test data. The strength of a criterion is associated to the level of difficulty in achieving the coverage of its required elements.

Since the coverage reached by the test data is associated to the criterion, its value is related to the strength of the selection criterion used in the test. When the maximum coverage is reached, \(\alpha = 0\) (reminding that \(\alpha\) is the complement of the coverage), the selection criterion used in the test reaches its saturation point; from this point on, it is not possible to assess the quality of a test datum, making the failure rate \(Z(n) = 0\).

The binomial model proposed here is based on the following assumptions:

- The number of test data executed by the software follows a binomial distribution of probability).
- The functional form of the failure rate characterizes completely the software reliability model.
- In the proposed model, time is replaced as the control variable by the variable number of test data, that is, the measurement unit of software testing is the test datum. This is necessary as reliability is a characteristic defined as a function of time. Thus, the failure rate of a software is characterized by the number of failures by test datum or by test data set.
1. The software is operated in a similar manner as the anticipated operational usage.
2. Each defect has an equal probability of being detected within the same class of difficulty.
3. Defects 1, 2, 3, ..., k, detected, respectively, in each one of the intervals (0 ; n_1), (n_1 ; n_2), (n_2 ; n_3), ..., (n_{k-1} ; n_k), are independent;
4. There are N defects in the software in the beginning of the test;
5. The test data are executed and the coverage of the elements required by the selection criterion used in test data evaluation is calculated for each failure occurrence; and
6. For a defect “a”, the failure rate, Z_a(n), has the functional form: Z_a(n) = α n^α - 1, where n is the number of test data executed for detection of the defect “a” and α is the complement of the coverage reached with the execution of n test data.

Assumption 1 guarantees that the model estimates obtained with data collected in the test environment are valid in the operation environment of the software. Assumption 2 guarantees that all the defects have the same properties within their distributions. By Assumption 3 the joint probability density function of the maximum likelihood method is obtained by multiplying the density functions of each of the random variables - number of test data between failures. If the hypotheses are valid the maximum likelihood method guarantees the desirable properties for the estimator [Mood74]. Assumption 4 indicates that the number of detected failures is finite and, therefore, the model belongs to the category of finite failures, according to Musa's classification [Musa87]. This assumption considers that the process of removal of defects is perfect, that is, no new defect is inserted into the software when removing an existent defect. Assumption 5 is a characteristic of the testing procedure and indicates that the coverage should be measured at each failure occurrence. Assumption 6 characterizes the functional form of the failure rate per defect in the software. It should be remarked that the random variable test data is discrete and the failure rate, as defined in Assumption 6, is the failure rate of the Weibull's model, with parameter β = 1 [Musa87]. Thus, it is implicit in Assumption 6 that the random variable number of test data has approximately a Weibull's distribution. This approximation is made possible by the assumption that the application of a test datum corresponds to a time unit of execution. The failure rate of the software is a measure that depends on the failure rate by defect and on the number of defects in the software [Musa87]. Figure 3.1 illustrates the software testing process.

Observe that: n_0 = 0; n_1 = k_0; n_2 = n_1 + k_1; ..., n_i = n_{i-1} + k_i; n_i+1 = n_i + k_{i+1}; and α_0 = 1.

Notice that k_i is the number of additional test data to be applied for the occurrence of the (i+1)-th failure.

Therefore, according to Assumptions 4 and 6 the failure rate of the software, conditioned to the remaining defects in the software, is defined as:

\[ Z(k_i | n_i) = (N - i) \beta (n_i + k_i)^{\alpha - 1}, \]

where:

- \( Z(k_i | n_i) \) is the coverage's complement, reached with the execution of the n_i test cases, \( 0 \leq \alpha_1 \leq 1 \);
- N is the number of defects in the software at the beginning of the test;
- i is the order of occurrence of the failures, that is, \( i = 1, 2, 3, 4, ..., N \).

It should be remarked that the failure rate, as defined, is conditioned to the number of remaining defects in the software and is a decreasing function of the number of test data. Figure 3.2 illustrates the behavior of the failure rate function of the software.

The failure rate function has the following interpretation: Consider the weighting factors of a selection criterion considered weak and a selection criterion considered strong. The test data generated to satisfy a stronger selection criterion have a greater chance than those of a weaker one of revealing defects in the software as they exercise a larger number of distinct paths of the program. This means that, when a stronger criterion is adopted, the greater is the chance of revealing a larger number of defects. That is, the failure rate will decrease as the coverage increases probably more slowly for a stronger criterion than for a weaker criterion.

Hence, the weighting factor of the criterion (the criterion strength) influences the scale of the failure rate of the software.

Therefore, the normalized coverage will be used instead of the observed coverage to standardize the estimates generated by the model, independently of any criterion. Thus, the parameter \( \alpha \) will represent the normalized coverage, that is, \( \alpha_i = \gamma_{ci} \) where \( \gamma_c \) represents the coverage observed in the test, after the detection of the i-th failure and \( \gamma(.) \) is an increasing function of the coverage.

In this model, the normalized coverage is obtained by adopting the linear transformation \( \alpha_i = \theta_0 + \theta_1 \gamma_c \). Other transformations can be used according to the assumptions and/or to the data obtained from testing. The parameters \( \theta_0 \) and \( \theta_1 \) can be estimated by the maximum likelihood method, according to Assumption 3. Observe that \( \gamma_c = \gamma_{ci} \) is the complement of the coverage as well as the complement of the normalized coverage are decreasing functions of test data. The constraint is that \( 0 \leq \theta_0 + \theta_1 \gamma_c \leq 1 \), that is, \( 0 \leq \alpha_i \leq 1 \).

Using the linear transformation for the coverage normalization, the conditional functional failure rate function of the software has the following functional form:

\[ Z(k_i | n_i) = (N - i) \beta (n_i + k_i)^{\alpha - 1} \]

where:

- \( \alpha_i = \theta_0 + \theta_1 \gamma_{ci} \) is the normalized complement of the coverage and \( \gamma_{ci} \) is the complement of the observed coverage reached with the execution of test data \( n_i \leq \gamma_{ci} \leq 1 \);
- N is the number of defects in the software at the beginning of the test;
- i is the order of occurring failures, that is, \( i = 1, 2, 3, 4, ..., N \).

3.3 Measures of Reliability Evaluation

The quantitative measures for evaluation of software reliability based on a binomial model of reliability growth are:

a) Reliability Function of the Software

When reliability growth is of concern, a usual measure of software reliability is the conditional reliability [Goel79] and [Musa87]). Given that failures occurred, the conditional reliability is the survival function associated with the occurrence of the (i+1)-th failure. Musa [Musa87] shows that, for binomial models of reliability growth, the conditional reliability \( R(k_i | n_i) \) can be obtained by the failure rate. Thus, the conditional reliability has the following form:
The logarithm of the likelihood function above is taken, the normalized coverage is replaced by its expression \( \theta_0 + \theta_1 c_i \), and (3.6) is differentiated with respect to N, \( \theta_0 \) and \( \theta_1 \), to obtain the system of equations (3.7).

The values of N, \( \theta_0 \), and \( \theta_1 \), that satisfy simultaneously the system (3.7) are the estimates of the parameters. The solution of the system can be found through numerical procedures.

\[
\frac{1}{N-1} \sum_{i=1}^{N-1} \left( \left( n_i + k_i \right)^{\theta_0 + \theta_1 c_i} - \left( n_i \right)^{\theta_0 + \theta_1 c_i} \right) = 0
\]

As an alternative way of obtaining the estimates of the parameters is to use optimizing routines to maximize the likelihood function (3.6), simultaneously as a function of N, \( \theta_0 \), and \( \theta_1 \).

IV - An Example of Application of the BBMC

Application of the BBMC is shown using data from an experiment conducted by Crespo [Crespo97a] at the research center ENEA - “Ente per le Nuove tecnologia L’Energia e L’Ambiente”, Rome, Italy.

4.1 - Description of the Experiment

The experiment was carried out to investigate the relationships involving software reliability and code coverage of elements required by the testing criteria all-nodes, all-arcs, all-Potential-Uses (PU), all-Potential-Uses/DU (PDU), and all-Potential-DU-paths (PDU).

The study of those relationships has provided a fairly detailed evaluation of the behavior of software reliability as a function of test data and code coverage. Details on the experiment can be found in [Crespo97a].

Data collected on code coverage and on software reliability, from the relationships investigated in the experiment, are used to evaluate the proposed model.

The application software used in the experiment was developed for the European Space Agency - ESA, in the language C; it consists of approximately 10,000 lines of code, 6,000 being lines of executable code. The system comprises a main program and 134 routines interconnected through parameters.

During the integration testing and the operational use of the software, 33 defects were revealed, corrected, and recorded; thus, the recorded failures in the software were caused by real defects detected in testing and in the operational use of the system.

In the experiment, 28 defects of the 33 recorded defects were detected after the execution of 1,240 test data; the 5 remaining defects were not detected, even after the execution of 20,000 test data.

The experiment was performed with the support of a testing tool called POKE-TOOL.
Potential uses Criteria TOOL for program testing, an integrated set of tools aimed to help its users in the tasks of software testing [Chaim91].

The values of reliability were estimated through Nelson's method [Nels78], that is, the "brute force" method, to establish the relationship of software reliability to other variables.

In this method, for each occurrence of a failure and after the removal of the corresponding defect, the software is executed with thousands of randomly generated test data. The ratio is calculated between "n", the number of executions with failure, and "n", the total number of executions of the software. This ratio is an estimate of the probability of occurrence of a failure in the software. The reliability of the software is then estimated as $R = 1 - \frac{n}{n}$.

For each defect removed from the software, the method is applied again to recalculate the reliability. Thus, an estimate of the behavior of the reliability growth of the software is obtained as a function of defect removal. Notice that reliability is always calculated after the removal of a defect.

Table 4.1 shows removed defects, test data accumulated up to removal of defects, and observed reliability. It also gives a general picture of the coverage achieved for each of the testing criteria.

Table 4.1 - Coverage and Reliability as a Function of Test Data and Removed Defects

<table>
<thead>
<tr>
<th>Removed Defects</th>
<th>Test Data (between Failures)</th>
<th>Accumulated Test Data</th>
<th>Coverage of Testing Criteria</th>
<th>Observed Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NODES</td>
<td>ARCS</td>
<td>PU</td>
<td>PUDU</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>65</td>
<td>65</td>
<td>0</td>
<td>65</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>0</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>0</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Legend: PU - All-Potential-User; PUDU - All-Potential-Use/DM; PDU - All-Potential-DM path.

4.2 - Application of the Binomial Model Based on Coverage - BMBC

The results are shown of the application of reliability models on the data of Table 4.1. Some of the best known reliability models are used to compare their results to those of the BMBC, to evaluate the performance of the proposed model in comparison to traditional software reliability models.

Estimation is made with the available data to establish the parameters' values which characterize the reliability models for the software under test; from this, the estimates of reliability of the software can be obtained. The reliability estimates generated by the proposed model are graphically and statistically compared to those generated by traditional models, as well as to the observed reliability of Table 4.1.

4.2.1 - Results from Traditional Models

Several researchers say that the best model of software reliability does not exist. A model can be a very good fit to a data set and, at the same time, a terrible fit to another one. The recommended procedure is to apply the largest possible number of models and to choose the one that best fits the data [Lyu96].

The following models were applied to the set of failure data: GEO - Geometric Model; LV-Q - Bayesian Model of Littlewood and Verrall - Quadratic; LV-L - Bayesian Model of Littlewood and Verrall - Linear; MUS-B - Basic Model of Time of Execution of Musa; MUS-

Table 4.2 - Quality of the Traditional Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Distance Kolmogorov</th>
<th>Statistics</th>
<th>Significant level 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEO</td>
<td>0.09246</td>
<td>0.01157</td>
<td>No</td>
</tr>
<tr>
<td>LV-Q</td>
<td>-0.0248</td>
<td>0.01157</td>
<td>No</td>
</tr>
<tr>
<td>MUS-L</td>
<td>0.1343</td>
<td>0.01157</td>
<td>Yes</td>
</tr>
<tr>
<td>BM-B</td>
<td>0.2683</td>
<td>0.01157</td>
<td>No</td>
</tr>
<tr>
<td>BM-P</td>
<td>1.8277</td>
<td>0.01157</td>
<td>No</td>
</tr>
</tbody>
</table>

Legend: * - Statistics not available for the model type.

SMERSF - "Statistical Modeling and Estimation of Reliability Functions for Software", a software developed specifically for the purpose was used to apply those models. Some models require the grouping of failure data, others require the number of test data between failures. Whenever necessary, the conversion of the data from one type to the other was done.

The following of the eleven models were rejected by SMERSF in a first analysis: LV-L, GPM, NIHPP, SCHN, and JM.

Table 4.2 illustrates, in a summary form, the results of the statistics obtained by SMERSF for the six remaining models. Some statistics are available for just a type of model.

The Distance of Kolmogorov and the $\chi^2$ statistic are measures that evaluate the quality of fitness of the model to the data. The Distance of Kolmogorov is a measure of the discrepancy between the sampling distribution function and the model. It represents the maximum distance between the observed function distribution and the theoretical function distribution assumed for the model. If this distance is significantly large, the model is inadequate and should be rejected. The $\chi^2$ statistic is a measure to evaluate the hypothesis test that the data comes from the adjusted model. The $\chi^2$ test rejects the null hypothesis that the data come from the model if the value of the statistic is significantly larger than $\chi^2(1-t, \alpha)$, a Chi-square distribution with $t$ degrees of freedom at a significance level $\alpha$. This statistical test is applied for reliability models that deal with grouped data. In this way, the model's analysis is made based on the results of the quality of fitness.

From the results in Table 4.2, the MUS-B is rejected because it has the largest Distance of Kolmogorov and the distance is significant. The BM-B is rejected because the $\chi^2$ statistic is the largest and it is significant.

Considering a classification based on the Distance of Kolmogorov and on the $\chi^2$ Statistics, the models that are better fitted to the data are: GEO, LV-Q, MUS-L, and BM-P.

Of these four, GEO and LV-Q are the models with the best fitness. Figure 4.1 illustrates graphically the behavior of the reliability estimated by these two models compared with the observed reliability of the software. From Figure 4.1, we can see that GEO - Geometric Model, is the one that best fits the data; it is the model chosen for comparison to the proposed model.
Table 4.3 - Parameters of the Binomial Model Based on Coverage: BMBC

<table>
<thead>
<tr>
<th>Testing Criteria</th>
<th>Parameters of the BMBC</th>
<th>( N )</th>
<th>( \theta_0 )</th>
<th>( \theta_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NODS</td>
<td>29.775</td>
<td>0.1251</td>
<td>0.1254</td>
<td></td>
</tr>
<tr>
<td>ARCS</td>
<td>30.371</td>
<td>0.1688</td>
<td>0.1688</td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td>30.553</td>
<td>0.2142</td>
<td>0.2142</td>
<td></td>
</tr>
<tr>
<td>PDU</td>
<td>30.343</td>
<td>0.2417</td>
<td>0.2417</td>
<td></td>
</tr>
<tr>
<td>PDU</td>
<td>29.771</td>
<td>0.0156</td>
<td>0.0255</td>
<td></td>
</tr>
</tbody>
</table>

Legend: PU - All-Potential-Union; PDU - All-Potential-Unknown; PDU - All-Potential-DU path.

Table 4.4 shows the results of the estimation of the parameters of the model by using the data from Table 4.1, for each of the testing criteria.

4.2.2 - Results of the Binomial Model Based on Coverage: BMBC

The parameters of the model were estimated using an optimization routine of the software Matlab, applied to the likelihood function from (3.6).

Table 4.3 shows the results of the estimation of the parameters of the model by using the data from Table 4.1, for each of the testing criteria.

Table 4.4 - Observed Reliability and Reliability Estimated by the BMBC.

<table>
<thead>
<tr>
<th>Estimated Reliability</th>
<th>Observed Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMBC</td>
<td>0.974967</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.990667</td>
</tr>
</tbody>
</table>

Legend: BMBC - Mean Number of Test Data for the Occurrence of the Next Failure

Figure 4.3 illustrates graphically the observed reliability and the reliability estimated by the BMBC and by the Geometric Model - GEO (traditional model with the best fitness to the data). BMBC has an adjustment closer than GEO to the observed reliability. Table 4.5 consolidates the results from the Kolmogorov-Smirnov's test applied to the data of the observed reliability and estimated reliability of the BMBC, and to the data of the observed reliability and estimated reliability of the GEO. In a sample of size 28 with a significance level of \( \alpha = 0.01 \), the bilateral hypothesis \( H_0 \) of equality between the observed reliability and the reliability estimated by the model is accepted for a value of statistical KD below 13 [Sig77]. From Table 4.5, the hypothesis of equality is accepted for both models. However, for the maximum distance (Dmax), the smaller happens for the BMBC, showing that its results are closer to the observed reliability than those of the geometric model (GEO).

Expression (3.1) refers to a failure rate of the model of Weibull with the parameter \( \beta = 1 \) and the parameter \( \alpha \) varying with the coverage [Musa87]. Thus, the BMBC is a model of test data between failures based in the model of Weibull. The BMBC is equivalent to a model of Weibull where \( \beta = 1 \) and \( \alpha \) changes at each occurrence of a failure. Hence, by applying the model of Weibull to the data of Table 4.1 (without use of the coverage), the influence of the BMBC underestimates the value of software reliability, an important property for a software reliability model. Most of the traditional models overestimate the reliability of the software, a much criticized characteristic. The mean number of test data for the occurrence of the next failure - MTTF, was estimated as \( \alpha \) by the model; according to Table 4.1, the 26th failure happened with the 253th test data, again underestimating the reliability.

V - Conclusions and Future Work

The use of a new approach for the modeling of software reliability was described and discussed. The main focus of the approach is to use information which has a relationship with software reliability in the modeling process. The main experiments and studies of investigation of the relationship between code coverage and software reliability were discussed. The results provided evidence that the coverage of structural testing criteria is strongly related with software reliability. The approach where code coverage is used to derive information related to reliability is an alternative to the traditional "black box" testing approach.

The described approach considers the effect of saturation of the selection criteria used in the test. The saturation effect happens when a testing criterion reaches the limit of its capacity of generating data that are distinct, according to the criterion, from data already generated. Information on the coverage of the elements required by the selection criteria provides a way to control the saturation effect.

A new software reliability model was proposed: the Binomial Model Based on Coverage: BMBC, a model based on the coverage of elements required by structural testing criteria where information on the coverage is used as a parameter in the formulation of the model.

The BMBC is the first software reliability model based on coverage. Data on software failures from a real application were applied in the model. Failure data were obtained from the application of the testing criteria: all-nodes, all-arcs, and the data flow basis criteria of the Potential-uses family of criteria. The same failure data were used to estimate software reliability with well-known traditional software reliability models. For the particular application software, the results showed a clearer superiority of the model BMBC - Binomial Model Based on Coverage.
BMBC underestimates the value of software reliability, an important property for a software reliability model. Most of the traditional models overestimate the reliability of the software, a much criticized characteristic. The mean number of test data for the occurrence of the next failure - MTTF, was estimated as 82 by the model, according to Table 4.1, the 26th failure happened with the 253rd test data, again an underestimation of the reliability.

V - Conclusions and Future Work

The use of a new approach for the modeling of software reliability was described and discussed. The main focus of the approach is to use information which has a relationship with software reliability in the modeling process. The main experiments and studies of investigations of the relationship between code coverage and software reliability were discussed. The results provided evidence that the coverage of structural testing criteria is strongly related with software reliability. The approach used to derive information related to reliability is an alternative to the traditional "black box" testing approach.

The described approach considers the effect of saturation of the selection criteria used in the test. The saturation effect happens when a testing criterion reaches the limit of its capacity of generating data that are distinct, according to the criterion, from data already generated. Information on the coverage of the elements required by the selection criteria provides a way to control the saturation effect.

A new software reliability model was proposed: the Binomial Model Based on Coverage - BMBC. This model is a model based on the coverage of elements required by structural testing criteria, where the information on the coverage is used as a parameter in the formulation of the model. The BMBC is the first software reliability model based on coverage.

The results confirmed the empirical evidences from the literature and reinforce the results of previous studies and experiments. A major conclusion is the importance of using variables related to software reliability in the process of modeling software reliability. Use of time only related to software reliability is not sufficient. Moreover, coverage of elements required by structural testing criteria has a strong relationship to software reliability and, therefore, is an information that should be used in the modeling process.

The BMBC estimated a reliability level as a function of the code coverage reached in software testing. The overestimation effect of the traditional software reliability models did not happen. The normalized coverage resulted in getting the same reliability estimates, regardless of the testing criterion.

The results reported here are from a single experiment and, being of a preliminary nature, do not allow us to claim the superiority of the reliability models designed according to this approach. They provide evidence, however, that this is a very promising research direction in software reliability.

The existence of other information related to software reliability should be investigated and other reliability models should be proposed and tested. Additional experiments should be devised and performed to confirm the obtained results. Models should be evaluated with failure data from software with diverse characteristics; other testing criteria should be considered. Integration test criteria should also be considered to investigate the relationship between their coverage and software reliability.
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