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ABSTRACT
Context: Software organizations involve several processes, people,
practices, culture, and other factors that affect their behavior. Under-
standing the organizational environment is crucial for improving
processes and products. System Thinking (ST) provides several
tools that help in this matter. ST views an organization as a system,
comprising elements and interconnections coherently organized in
a structure that produces a characteristic set of behaviors. Objective:
Given ST’s successful application in different areas of industry and
academia, and its potential to address Software Engineering (SE)
problems, we decided to investigate how ST modeling tools have
been used in SE. Our goal is to provide a panorama of the use of
such tools in SE, identify gaps, and shine a light on research oppor-
tunities. Method: We carried out a systematic literature mapping,
analyzing 700 publications. From these, we identified 10 publica-
tions addressing the use of ST modeling tools in SE and conducted
an in-depth analysis by investigating the tools that have been used
in SE, the ways of and purposes for using these tools, the SE pro-
cesses that have been supported by them, and the difficulties and
benefits that have been perceived when using such tools. Results:
ST modeling tools have been employed to tackle SE issues in or-
ganizational contexts and to model and analyze the results of SE
studies. Project Management and Requirements Engineering have
been the most common processes in which these tools have been
applied. ST modeling tools have helped get a holistic understanding
of complex systems and identify strategies to address problematic
behaviors that affect SE outcomes. Causal loop diagrams have been
the predominant tool. The lack of necessary knowledge has been a
challenge for using the tools. Conclusion: Using ST tools in SE holds
promise. Nevertheless, they also suggest that ST modeling tools
have been under-explored in this context. Hence, further investiga-
tion into their potential for enhancing SE products and processes
is warranted.

KEYWORDS
System Thinking, Software Engineering, Mapping Study, Modeling
Tools

1 INTRODUCTION
Characteristics and demands of the modern and digital society
have transformed the software development scenario and presented
new challenges to software engineers, such as faster deliveries,
frequent changes in requirements, lower tolerance to failures, and
the need to adapt to contemporary business models [4]. Coping
with these challenges is complex and involves various aspects, such
as processes, people, tools, policies, and culture. Therefore, a broad
and systemic view of the organizational environment is required.
System Thinking (ST) is a suitable approach to provide such a view.

In the most common way of analyzing a problem, it is first ex-
plored in small parts, at the beginning trying to understand each
fragment of the problem and only after that trying to join those
fragments together in the joined and more formal representation.
ST brings an alternative way in which the interdependence of frag-
ments is understood before analyzing each particular fragment. This
interdependence may have a dynamic or structural nature [13]. ST
sees an organization as a system 1 , consisting of elements (e.g.,
teams, artifacts, policies) and interconnections (e.g., the relation
between the development team, the software artifacts it produces,
and the policies that influence their production) coherently orga-
nized in a structure that produces a characteristic set of behaviors,
often classified as its function or purpose (e.g., the development
team produces a software product aiming to accomplish the team
function in the organization) [22, 27].

ST has been considered one of the key management competen-
cies for the 21st century. The systemic perspective provided by ST
enables us to understand how the system works and, thus, function

1Thus, in this paper, when talking about systems in the ST context, we are referring to
organizational environments (or extracts of them).
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more effectively and proactively within it. The more we under-
stand the systemic behaviors, the more we can anticipate them
and enhance the system [19]. ST offers a range of tools for visually
capturing and communicating about systems (e.g., causal loops dia-
gram, stock & flow diagram). The use of diagramming techniques
in the analysis of a system has a long history. Models provide an
abstraction of the system, favoring representing and understanding
it. In ST, diagramming techniques can generate insights and help
identify the actions needed to solve a problem or change behaviors
in the system [12]. Here, we refer to these diagramming techniques
and tools that support system modeling as ST modeling tools.

A few years ago, two of this paper’s authors had a successful ex-
ploratory experience using ST tools to solve Software Engineering
(SE) problems in an organization. ST was very useful in under-
standing the organization, identifying factors affecting process and
product quality, and defining strategies to address undesirable be-
haviors. As a result, product quality and project estimates were
improved [15]. Given this experience and considering the ST po-
tential to help improve SE processes and products, we searched
the literature looking for secondary studies addressing ST in SE,
aiming to better understand and advance this subject. As we did
not find any, we decided to carry out a mapping study to investi-
gate publications addressing the use of ST modeling tools in SE. A
mapping study is a secondary study designed to give an overview
of a research area through classification and counting contributions
about the categories of that classification. It makes a broad study
on a topic and aims to identify available evidence about it [23]. The
panorama provided by a mapping study allows identifying issues
that could be addressed in future research.

In our study, we found 10 papers, containing 9 different propos-
als. The results revealed that STmodeling tools have been employed
to address SE issues in organizational contexts and to model and
analyze the results of SE studies. The tools have helped get a holistic
view and understand complex systems and identify actions to ad-
dress problematic behaviors that affect SE outcomes. On the other
side, it has been recognized that using the tools requires knowledge
and may not be easy. They have been used more often in Project
Management and Requirements Engineering context. Causal Loop
Diagram has been the predominant tool, depicting cause-and-effect
relationships and feedback loops.

This paper contributes to researchers by presenting a panorama
about the use of ST modeling tools in SE and pointing out research
opportunities that can be further explored. It serves as a starting
point for other investigations into the subject as well as a motiva-
tion for advances in the research topic. As the paper summarizes
evidence and refers to some cases of using ST modeling tools in
practical sets, it can also inspire practitioners to use such tools.

This paper is organized as follows: Section 2 provides the back-
ground for the paper; Section 3 concerns the research protocol;
Section 4 summarizes the obtained results; Section 5 discusses
the results; Section 6 regards the study limitations; and Section
7 presents our final considerations.

2 BACKGROUND
A system is a set of elements related together and with the envi-
ronment [11]. They form a complex and unified whole that has a

specific purpose. The interrelation among the elements is crucial
to characterize the system, i.e., without such interdependence, we
have just a collection of parts, not a system [19]. System Thinking
(ST) is based on the System Theory, which has had many elabo-
rations in different disciplines such as biology, cybernetics, social,
and management science. According to this theory, it is essential
to deal with a system as a whole because the system behaviors
and reactions would only be adequately understood by taking into
account the whole system [11].

ST has been used in industry and academia for years [22, 26,
27]. It provides a set of tools to model systems and understand
their different elements and behaviors. Next, we provide a brief
description of the tools relevant to this paper.

Causal Loops Diagram (CLD) allows for representing the dynam-
ics of a system by means of the system borders, relevant variables,
their causal relationships, and Feedback Loops. A positive causal
relationship means that two variables change in the same direction
(e.g., increasing the number of bad design decisions increases the
number of defects), while a negative causal relationship means that
two variables change in opposite directions (e.g., increasing test
efficacy decreases the number of defects).

Feedback Loops are mechanisms that change the variables of the
system. There are twomain types. A balancing loop is an equilibrant
structure in the system and is a source of stability and resistance
to change. A reinforcing loop compounds change in one direction
with even more change[22, 27].

A beneficial effect of using CLD is that it helps identify archetypes.
An Archetype is a common structure of the system that produces
a characteristic pattern of behavior. For example, the archetype
Shifting the Burden occurs when a problem symptom is solved by
applying a symptomatic solution, which diverts from the funda-
mental solution [18]. Fix that Fails, in turn, occurs when an effective
fix in the short-term creates side effects, a “fail”, for the long-term
behavior in the system [18]. Each archetype has a corresponding
modeling pattern. Therefore, by analyzing a CLD is possible to
identify archetypes by looking for their modeling patterns.

Figure 1 illustrates a fragment of CLD (adapted from [10]) cre-
ated to a particular organization. The CLD contains three balancing
loops, one reinforcing loop, and the Shift the Burden archetype
(identified by the elements represented in blue). In this scenario,
Misunderstood requirements contribute to increasing the number
of Defects in software artifacts, which makes the organization mo-
bilize (and often overload) the development team to fix defects by
performing New urgent development activities, which decreases the
number of Defects in software artifacts. These urgent activities are
performed as fast as possible, aiming not to delay other activities.
Thus, they do not properly follow good software quality practices.
Moreover, they contribute to increasing the project cost and time
(Late and over-budget project). Defects in software artifacts increase
the need to use Software quality techniques that, when used, lead to
fewerDefects in software artifacts. The archetype Shifting the Burden
is composed of two balancing feedback loops and one reinforcing
feedback loop. The balancing feedback loops (between New urgent
development activities and Defects in software artifacts, and between
Defects in software artifacts and Software quality techniques) mean
that the involved variables influence each other in a balanced and
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stable way (e.g., higher/lower the number of Defects in software ar-
tifacts, more/less New urgent development activities are performed).
In the reinforcing feedback loop, New urgent development activi-
ties are a symptomatic solution that leads to Defects fixed through
rework, a side effect, because once urgent development activities
fix the defects in software artifacts, the organization believes that
the problem was solved. This, in turn, decreases the need for using
Software quality techniques, which is a more fundamental solution.
As a result, software artifacts continue to be produced with defects,
overloading the development team with new urgent development
activities [10].

Figure 1: Example of CLD [10].

While CLD is useful for representing interactions between vari-
ables, it has limitations in capturing the structure of resource accu-
mulation and flows in the system. Stock & Flow Diagram can be used
for this purpose. Stocks represent accumulations that characterize
the system’s state, providing information for decision-making and
actions. They impart inertia and memory to systems, creating de-
lays by accumulating the difference between resource inflow and
outflow. Flows represent the rates of resource inflow and outflow
in the system, directly influencing the temporal evolution of stock
variables [27].

Figure 2 illustrates a fragment of a Stock & Flow diagram repre-
senting the software development process (adapted from [8]). The
software development process is conceptualized as transforming
an initial stock of requirements that need to be developed (Original
Work to Do) into a stock of developed requirements (not shown
in the figure). The flows show how requirements move from the
initial to the final stock.

Influence Diagrams serve as a means to identify and capture
the significant relationships or influences among the elements of

Figure 2: Example of Stock & Flow [8].

a system. They follow the information-action-consequence para-
digm. Actions taken based on gathered information lead to conse-
quences. These consequences, in turn, generate more information
and actions[5].

Figure 3 represents a fragment of an Influence Diagram created to
identify factors influencing the software quality (adapted from [2]).
The fragment illustrated in the figure focuses on requirements. The
Amount of requirements changes (changes made in the requirements
specifications) and the Amount of review (reviewing requirements
specifications) influence the Amount of rework, which is the effort
spent on reworking both new and inadequate requirements. This
variable directly influences the Level of inadequate requirements,
which refers to the quality of requirements specifications. On the
other hand, the Level of schedule pressure, which is the effect of the
project falling behind the schedule, influences directly the Level of
inadequate requirements and the Amount of reviews [2].

Figure 3: Example of Influence Diagram [2].

Last, Simulators represent simulation models or virtual environ-
ments. Analogous to flight simulators that enable pilots to safely
develop their skills before applying them in the real world, simu-
lators allow experimenting and testing strategies, structures, and
decision rules in a controlled context [27].
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3 RESEARCH PROTOCOL
Considering the successful use of ST in several fields and the need
to gather knowledge about its use in SE to provide advances that
contribute to SE processes and product improvement, we conducted
a mapping study to investigate how ST modeling tools have been
used in SE. Given that our focus is on the use of ST modeling
tools in SE, works discussing ST in a broad sense, such as those
discussing ST as a "way of thinking" holistically (e.g., [25] and
[7]) are out of our scope. Moreover, we are interested in works
clearly addressing SE. Thus, the ones discussing ST in other contexts
(e.g., [1]) are not the focus of this study. To ensure methodological
integrity and replicability, we followed the process outlined in [20],
which consists of three phases, namely: planning, execution, and
reporting.

The goal of this study is to investigate the use of ST modeling
tools in SE. To achieve this goal, we defined the research questions
presented in Table 1.

The search string utilized in this study consists of two groups
of terms connected by the AND operator. The first group incorpo-
rates terms related to System Thinking joined by the OR operator
to accommodate synonyms. The second group confines the study
within the realm of Software Engineering. To formulate the string,
we conducted tests using various terms, logical connectors, and
combinations and selected the string that yielded better results
in terms of both publication quantity and relevance. More restric-
tive strings (e.g., including only the terms "system thinking" AND
"software engineering") omitted significant publications discovered
in the preliminary literature review that preceded the study and
were employed as control publications. More comprehensive search
strings yielded a surplus of publications outside the scope of our
interest. We used two papers([24, 30]) identified during the informal
literature review as control publications. The search string used in
this study is as follows: ((( "system* thinking" OR "thinking system"
OR "systems thinking" OR " system* map" OR "system* theory" ) AND
( "software engineering" OR "software development" OR "software
requirement" OR "software implementation" OR "software test" OR
"software process" OR "agile development" OR ( software AND "project
management" ) OR ( software AND "requirement* engineering" ))). In
the second group, we included terms referring to some SE processes
(e.g., implementation, test) to make the string more comprehensive.
For that, we ran tests including several processes. Many of them
did not lead to any new relevant publication and, thus, were not
added to the string.

Scopus digital library served as the source for publications. It
is a significant database of peer-reviewed literature that indexes
papers from various sources, including IEEE, ACM, and Science
Direct.

Publication selection was performed in five steps. Step 1 (S1)
Preliminary Selection and Cataloging: publications are selected by
applying the search string in the source search mechanism. (S2)
Duplications Removal: duplicate publications are eliminated. (S3)
Selection of Relevant Publications – First Filter: title, abstract, and
keywords of the publications selected in (S2) are analyzed consid-
ering the following inclusion criterion and the exclusion criteria:
(IC1) the publication approaches the use of ST modeling tools in
the SE context; (EC1) the publication does not approach the use of

ST modeling tools in the SE context; (EC2) the publication does not
have an abstract; (EC3) the publication was published only as an
abstract; (EC4) the publication is a secondary study, tertiary study,
editorial, summary of keynote, tutorial or the proceedings of a sci-
entific event; (S4) Selection of Relevant Publications – Second Filter :
the full text of the publications selected in S3 is analyzed consider-
ing the criteria presented before and also the following ones: (EC5)
the publication is not written in English; (EC6) the publication is
an older version of another publication already considered; (EC7)
it was not possible to have access to the full text of the publication;
and (EC8) the publication was considered a violation of publishing
principles according to the publication vehicle 2. (S5) Snowballing:
as suggested in [20], papers cited in publications selected in S4
were analyzed by following S2, S3, and S4. Publications containing
results pertinent to the research topic were incorporated into the
study.

We used the Parsifal 3 tool to support publication selection. To
consolidate information and facilitate data extraction, the publica-
tions obtained in the selection steps were cataloged and recorded in
spreadsheets. Each publication was assigned an id, and details such
as title, authors, year, and publication venue were recorded. Data
from publications returned in S4 were extracted and organized in a
data extraction table tailored to address the research questions.

Publication selection and data extraction were carried out by
the first three authors. Each publication was reviewed by at least
two authors. Data extraction was reviewed by the fifth author and
discussed until a consensus. Quantitative data was tabulated and
used in graphs. The fourth and fifth authors reviewed the results.

Once the data was validated, the authors carried out data inter-
pretation and analysis. Discordances were discussed and resolved.
Finally, the five authors performed qualitative analysis considering
the findings, their relation to the research questions, and the study
purpose.

4 DATA EXTRACTION AND SYNTHESIS
Searches were conducted for the last time in March 2024 and the
study considered papers published until 2023. The process followed
and the number of publications selected at each stage are presented
in Figure 4.

Figure 4: Publications selection.

In the 1st step (S1), 517 publications were identified. In the 2nd
step (S2), duplicated publications were removed, resulting in 514
publications. In the 3rd step (S3), we applied criteria EC1, EC2, EC3,
and EC4 considering the title, abstract, and keywords. This reduced

2EC8 was added to the set of criteria during the study execution because we found a
publication in that situation
3https://parsif.al/
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Table 1: Research questions and their rationale

.

ID Research Questions Rationale

RQ1 When and where have the papers
been published?

Provide an understanding of when and where (journal/conference/workshop) publications addressing the
use of ST modeling tools in SE have been published, to analyze the maturity of the research topic.

RQ2 Which types of research have been
done?

Identify the research types that have been conducted, according to the classification defined in [28], namely:
Evaluation Research; Proposal of Solution; Validation Research; Philosophical Paper; Opinion Paper; and
Personal Experience Paper. This information will help analyze the maturity of the research topic and the
use of ST in practical settings.

RQ3 Which ST modeling tools have been
used?

Investigate which ST modeling tools have been used in SE, verify which ones have been predominant, and
identify gaps and opportunities to apply ST modeling tools.

RQ4 How have ST modeling tools been
applied in SE?

Investigate how ST modeling tools have been used in SE (e.g., if they are used in combination, in the
context of any approach or process, etc.) and the purposes for using them.

RQ5 Which SE processes have been sup-
ported by the use of ST modeling
tools?

Investigate the SE processes (e.g., requirements engineering, coding, testing) that have been supported by
ST modeling tools, verify the range of addressed processes and if there has been a predominance of any of
them.

RQ6 Which difficulties have been re-
ported on the use of ST modeling
tools in SE?

Identify challenges faced in the use of ST modeling tools in SE to reflect on research directions to address
them.

RQ7 Which benefits have been perceived
in the use of ST modeling tools in
SE?

Identify the advantages of using ST modeling tools in SE and verify which ones have been more prominent.

the number of papers to 47, representing a reduction of approxi-
mately 91% from the previous step. In the 4th step (S4), we applied
all the inclusion and exclusion criteria considering the full text. As
a result, nine relevant papers were identified. Finally, in the 5th step,
we performed a backward snowballing by checking the references
of the nine selected publications. In this step, we analyzed 183 pub-
lications and selected a new one, which in total added up to 10
publications. The publication found during snowballing referred to
a proposal addressed by a publication previously selected in S4. We
did not exclude it by using EC6 because the publications are com-
plementary. When extracting data about the proposal addressed in
these publications, we considered both of them. Thus, although we
have selected 10 publications, they present nine different proposals.
The selected proposals and respective publications are presented
in Table 2. Next, we present the data synthesis for each research
question. Given the identification of fewer than 10 proposals, we
refrained from presenting percentage values in tables and graphs.
Moreover, for simplification reasons, when we refer to percentages
in the text, we rounded the values to integer numbers. Details about
the study, including the research protocol, selected publications,
and extracted data are available in the study package [9].

Publication year and type (RQ1): Figure 5 illustrates the dis-
tribution of publications over the years and their vehicle. In this
question, we considered the publications individually (i.e., 10 publi-
cations). Conferences have been the predominant publication venue,
comprising 8 publications (80%), while journals accounted for 2
publications (20%).

Research type (RQ2): From this question forward, we consid-
ered [13], and [14] as a single publication (#5), resulting, thus, in
the nine proposals listed in Table 2. Table 3 shows the number of
publications considering their research type according to the classi-
fication proposed in [28]. All the nine selected publications propose
a solution to a problem and argue its relevance, i.e., they are classi-
fied as Proposal of Solution. Five of them (around 55%) performed

Figure 5: Publication year and vehicle.

some kind of evaluation. From these, three (around 33%) were eval-
uated in practice (i.e., also classified as Evaluation Research) and
two (around 22%) evaluated characteristics of the solution not yet
implemented in practical settings (i.e., Validation Research).

ST Modeling Tools (RQ3): Six ST modeling tools were iden-
tified in the selected publications. Causal Loop Diagram was used
in eight of the nine selected publications, being the predominant
tool (approximately 89%). It is followed by Feedback Loops, which
were utilized in five publications. Simulator was used in four pub-
lications, Influence Diagram in two, while Stock & Flow Diagram
and Archetypes were applied in one publication. Seven publications
(around 78%) combined different modeling tools. Figure 6 illustrates
these results.

Ways and purposes for using ST Modeling Tools (RQ4):
The tools have been used in different ways and with several pur-
poses, as it is shown in Table 4. The use of ST modeling tools to
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Table 2: Selected publications.

ID Brief Description Vehicle Ref.

#1 Discusses the use of ST as a problem-solving technique in Requirements Engineering. A
model-based process simulation framework that uses causal loop diagrams and feedback
loops is proposed to help understand the Requirements Engineering process effectiveness
and evolution over time.

Software Quality Journal [29]

#2 Discusses the use of a simulator (simulation model) based on causal loops and influence
diagrams to analyze variables involved in software development processes (e.g., require-
ments elicitation, modeling). The model visualizes relations between software process
variables and can be used by project managers when planning projects. The model was
used in a case study to analyze the relationship between effort, lead time, and product
quality.

International Conference and Workshop on
the Engineering of Computer-Based Systems

[2]

#3 Presents a study in which ST tools (causal loop diagram, stock & flow diagram, and
simulation) were used to analyze the dynamic behavior of the adoption of Kanban and
Scrum, versus theWaterfall approach. Amodel based on the relationships between system
variables was built to describe the behavior of the different approaches under similar
starting conditions and enable the assessment of the relative benefits of each of them.

International Conference on Agile Develop-
ment

[8]

#4 Discusses the need to analyze the domain when developing software to avoid the gap
between the system and its supporting software. A causal loop diagram is defined to
represent the topological model of functional characteristics.

International Conference on Evaluation of
Novel Approaches to Software Engineering

[3]

#5 Presents a study that investigated factors that influence productivity in agile teams in
Bangladesh. The authors identified the factors through interviews and used influence and
causal loop diagrams to represent the results, showing the complex interrelated structure
of different factors affecting agile teamwork productivity.

Asia-Pacific Software Engineering Conference;
International Conference on Software Engi-
neering Advances

[13], [14]

#6 Presents a study in which causal loop diagrams and feedback loops are used to provide a
holistic view of the software development process before applying either Agile or Lean
methods. The software development process was mapped as a collection of feedback
loops.

International Conference on Humanoid, Nan-
otechnology, Information Technology, Com-
munication and Control, Environment and
Management

[6]

#7 Proposes a ST-based process that uses causal loop diagrams and archetypes to support
organizations in the transition from traditional to agile software development. The process
resulted from a participative case study in a Brazilian organization that performs software
projects in partnership with a European organization.

Brazilian Symposium on Software Engineering [24]

#8 Establishes a causal loop diagram for adapting complex software testing situations. The
diagram serves as a simulation model that aims to contribute to increasing software
quality by helping software developers and engineers make decisions considering the
pressure of software releases schedule and the constraints of testing costs. Simulations
were conducted to validate the model.

International Conference on Computation,
Communication and Engineering

[16]

#9 Presents 5P, a model for software project measurement that aims to achieve optimization
and global control. By using a ST approach, the proposed model enables global opti-
mization by aligning project objectives, product outcomes, and stakeholders’ needs. The
model was evaluated in a case study.

Software Computing Journal [30]

Table 3: Research Type.

Research Type Publications

Proposal of Solution #1, #4, #5, #6
Proposal of Solution & Evaluation Research #2, #7, #9
Proposal of Solution & Validation Research #3, #8

run simulations is the only answer that appeared more than once
(publications #1, #2, #3, and #8). Moreover, ST modeling tools have
been applied to address SE problems in organizational contexts and
also to model and analyze SE studies (#5 and #6).

Supported SE Processes (RQ5): The processes that ST mod-
eling tools have addressed more often are Project Management
and Requirements Engineering. ST modeling tools were applied

Figure 6: ST modeling tools.

considering the Software Development process as a whole in two
publications. Software Measurement and Software Testing were
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Table 4: Use of ST Modeling Tools.

ID How For What
#1 Causal loop diagram and feedback loops were used in a model-

based process simulation framework.
Illustrate and understand interactions among factors that affect the Requirements
Engineering process.

#2 Causal loop and influence diagrams were used as a basis for
simulations.

Analyze the relation between effort, lead time, and product quality and support project
planning.

#3 Causal loop diagram, feedback loops, and stock & flow diagram
were used as a basis for a simulation model.

Model the internal behavior of software development approaches (Kanban & Scrum
and Waterfall), identify factors impacting error rate in the different approaches, and
compare them.

#4 Causal loop diagram was used with mathematical abstraction
in a topological model.

Understand the software features and the relation among them.

#5 Causal loop diagram and influence diagrams modeled survey
results.

Examine the dynamics existing within team and organizational resources and under-
stand relationships among factors that affect agile team productivity.

#6 Causal loop diagram was used as a collection of feedback loops
mapping the software process.

Provide a holistic view of the software development process and understand factors
affecting it negatively.

#7 Causal loop diagrams, feedback loops, and archetypes were
combined with GUT matrix and ontologies in a systematic
improvement process.

Identify undesirable behaviors and their causes to help identify leverage points to
implement agile practices.

#8 Causal loop diagramwas used in amodel representing complex
software testing.

Adapt complex testing situations using simulations and help improve software testing
planning.

#9 Three feedback loops were used in a model to support software
project measurement.

Align project objectives, deliverables, and stakeholders’ needs and aid in software
measurement.

the targets of ST modeling tools in one publication each. Table 5
summarizes these results. Some of the identified processes appear
explicitly in our search string. This could lead to questions about
its influence on these results. We must clarify that, as we explained
in Section 3, we tested terms referring to several other processes,
and the final results did not change.

Table 5: Supported SE Processes.

Processes Publications

Project Management #2, #3, #5, #7
Requirements Engineering #1, #2, #4
Software Development #3, #6
Software Testing #8
Software Measurement #9

Challenges (RQ6): Table 6 summarizes the identified challenges.
Some publications present explicitly the challenges faced when
using the tools. For example, in #7 it is said "it involves a lot of tacit
knowledge and judgment. Besides knowledge about System Thinking
tools [...], it is necessary to have organizational knowledge to apply
them". Other publications are not very explicit. In these cases, we
analyzed the text to extract the challenges. After extracting the
challenges, we classified the equivalent ones in the same category.
In several publications, the challenges are not mentioned at all.
These cases were considered in the "not informed" category. As can
be noticed in Table 6 , the main challenges are knowledge-related
and highlight that to properly use ST modeling tools, it is necessary
to know the tools, the organization, and the domain of interest.

Benefits (RQ7):Table 7 shows the identified benefits.We adopted
the same data extraction procedure followed in RQ6. The main ben-
efit indicates that ST modeling tools help understand and improve

Table 6: Challenges in the use of ST Modeling Tools.

Challenges Publications

Not Informed #1, #5, #6, #9
It demands knowledge of the ST modeling tools #2, #3, #4, #7
It demands knowledge of the organization or
domain of interest

#2, #3, #4, #7

Dealing with complexity and high volume of
variables

#3

Reducing bias when making assumptions to run
simulations

#3

Identifying the cause-and-effect relationships #4
It may be hard to use the tools in a large scope #7
It demands effort and is time-consuming #7
Obtaining relevant parameter values in simula-
tions

#8

software processes. It is also pointed out their support in under-
standing the relationship among the software process variables,
representing and understanding complex systems. Moreover, the
tools help identify problematic behaviors and actions to address
them.

5 DATA ANALYSIS AND DISCUSSION
In this section, we provide additional information about the ana-
lyzed approaches and discuss the results.

Analyzingwhen and where the studies were published (RQ1),
we noticed that although we have found a limited number of papers,
the topic has been under investigation for approximately a decade.
Most of the papers (80%) were published in conferences, which usu-
ally require less mature works than journals. The findings related
to research type (RQ2) indicate that all the selected publications
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Table 7: Benefits of using ST Modeling Tools.

Benefits Publications

Help understand and improve processes #1, #2, #3, #9
Help represent and understand complex sys-
tems

#4, #5, #8

Help understand the relationships among soft-
ware process variables

#2, #3, #6

Help identify problematic behaviors #6, #7
Help identify actions/strategies to address prob-
lematic behaviors

#6, #7

Help understand complex relations in long
chains of cause and effect

#2

Help improve communication among different
stakeholders

#1

Serve as an input for automated transformation #4
Help understand the organization’s behaviors #7
Help identify leverage points #7
Provide a dynamic perspective of the organiza-
tion

#7

Avoid complex mathematical derivations #8

propose solutions for SE problems. 55% incorporate some kind of
evaluation, but only 33% were used in practical environments. This
may be a sign of difficulty in applying ST modeling tools in the
industry, which reinforces that research on this topic is not yet
mature and there appears to be a gap between theory and practice
that should be further explored.

Concerning the employed STmodeling tools (RQ3), CLD emerged
as the most used tool (eight out of nine proposals used it). This
suggests a concern with getting a holistic view of the organization
(or domain of interest) by understanding how different variables
affect each other. Four of these proposals also used feedback loops,
which facilitate understanding changes in the variables and, thus,
support a deeper analysis of the system. Given that feedback loops
are often used in the CLD context, it seems that there is room to
make the most of using this tool when using CLD. Analogously,
although CLD has been the predominant tool, only one work (#7)
used archetypes. This tool helps identify patterns of behavior and
define proper strategies to address them. Once CLD is built, it is
possible to look at the diagram and identify modeling patterns. For
instance, if "Shifting the Burden" is identified in the CLD built for
an organization, it reveals that three variables are related to each
other in such a way that an undesirable behavior has been treated
by applying a symptomatic solution, which diverts attention away
from the proper solution. Thus, the organization can deviate from
the symptomatic solution and take action towards the proper one.
CLD has also been used as a basis for building simulation models to
make predictions. The predominance of CLD suggests that the ap-
proaches have preferred the use of tools that enable a global vision
of the system by means of its variables. This certainly contributes to
understanding and analyzing SE environments. Moreover, CLD is
usually easier to build than other tools (e.g., Stock & Flow). However,
the use of other tools could be further explored.

By analyzing how STmodeling tools have been applied (RQ4),
it is possible to notice that most of the publications (seven out of
nine) combined different tools. This is indeed a good strategy be-
cause the tools can be used in a complementary way, providing
different perspectives of the system. Thus, applying different tools
helps to observe and understand behaviors that may not be fully
revealed by any single tool alone. ST modeling tools have been used
in different ways and for diverse purposes. There is a predominance
of combining models aiming to run simulations (four out of nine
publications). This was in some way expected because some dia-
grams (e.g., CLD, stock & flow) model the system variables, flows,
and the relationship among them, providing useful information
and models to run simulations that support making predictions.
Moreover, simulations help automatize tasks and, thus, the inter-
est in using them may be higher than in using only the diagrams.
Apart from this commonality, ways of and reasons for using ST
modeling tools have been quite diverse (see Table 4). This diversity
can be understood as evidence of the wide range of applications
ST modeling tools have, suggesting that they have the potential to
address various SE problems.

Another aspect that reinforces this perception and deserves at-
tention is the use of the tools to deal with SE issues in different
contexts. Some works have applied the tools to address SE prob-
lems in specific organizations. For example, in #7, CLD, feedback
loops and archetypes were used combined with GUT matrix and
ontologies to help understand the organization, identify undesirable
behaviors, their causes, and leverage points where agile practices
should be implemented to produce better results. Other works, in
turn, instead of focusing the use of the tools on any particular or-
ganization, apply them to model and analyze SE aspects in general.
For example, the authors of #5 conducted interviews in Bangladesh
to investigate factors that influence productivity in agile teams and
used CLD and influence diagram to model and analyze data. In
#3, the tools were used to analyze Kanban & Scrum and Waterfall
approaches behavior. CLD was used to identify cause-and-effect re-
lationships and stock & flow diagrams represented the approaches
in terms of stocks, inflows, and outflows. The models were used
to build a simulation model to compare the approaches, helping
identify their distinctions and determine pros and cons. Therefore,
using ST tools can be a powerful approach to better understand
not only specific organizations but also broader aspects of SE and
explore a wide range of applications.

As for SE processes supported by ST modeling tools (RQ5),
Project Management and Requirements Engineering processes have
been predominant. We found this result quite understandable be-
cause these processes have a wide spectrum of variables and involve
many different aspects that should be considered when addressing
problems. For example, Project Management works as an umbrella
process covering the entire development process as well as support
processes (e.g., reuse, quality assurance) – aspects related to all
these processes in some way affect project management results.
Requirements Engineering also involves multiple variables of the
organizational environment that influence the quality of require-
ments (e.g., several stakeholders, communication aspects, domain
understanding, and skills involved in developing requirements).
Hence, a holistic and systemic view of the system favors under-
standing these processes and addressing problems. Three of the
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four publications addressing Project Management used simulations
(this is not a surprise because simulations help make predictions).
Other processes have also been the target of using ST modeling
tools, such as Measurement and Test. In the former, feedback loops
helped align goals, stakeholders’ needs, and deliverables. This align-
ment is crucial to plan the metrics to be used. In the latter, CLD
and simulations were used to model complex test situations and
support test planning.

Given that SE involves a lot of processes, we believe that the use
of ST modeling tools also should be explored in other processes.
For instance, CLD and archetypes could help organizations iden-
tify and treat undesirable behaviors in the coding process (e.g.,
behaviors that cause defects injection and code smells). Moreover,
given that ST modeling tools help provide a holistic view, they
could be further explored in the context of many processes at the
same time. For example, they could be used to represent the re-
lationships among social (e.g., collaboration, friendship, network,
willingness, happiness) and technical (e.g., defects, design choices)
aspects to investigate how they influence software quality and team
productivity, among others.

Regarding challenges faced in using STmodeling tools (RQ6),
the need for knowledge of the tools and of the organization or do-
main of interest are the ones more prominent (identified in four
of nine publications). These challenges suggest that there is still a
gap between theory and practice. In the literature, there are sev-
eral books, papers and other materials providing knowledge about
ST tools. However, the results may indicate that these knowledge
sources have not properly reached the interested parties or they
have not been enough. Hence, it would be relevant to investigate
the causes of this gap and take action to minimize it. Moreover, to
effectively use ST modeling tools, it is crucial to know not only
the tools but also the domain or organization to be modeled. The
lack of such knowledge hampers the holistic understanding of the
application context and suggests that people have had difficulty
getting a broader view of the system. In fact, many people often
perform their tasks focused solely on the immediate context, with-
out concern with the global perspective. Therefore, it is necessary
to amplify software engineers’ perspectives of how an organization
(or domain of interest) works. Six other challenges were cited only
once. Some of them are related to specific tools used in the publi-
cations. For example, referring to simulations, #3 points out that
reducing bias is not trivial, while #8 says that obtaining relevant
parameters may not be easy. Four out of nine publications did not
mention any challenge. We believe that this probably does not mean
difficulties have not been experienced, but that the authors did not
discuss them in the paper.

Finally, considering the benefits of using ST modeling tools
in SE (RQ7), four out of nine publications indicated that the tools
have helped understand and improve processes. Three publications
went a little deeper pointing out the understanding of the processes
variables, which certainly contributes to understanding the pro-
cesses. Other three publications recognized the aid of ST modeling
tools in understanding complex systems, such as software features
(#4), teams (#5), and complex testing situations (#8). The predomi-
nance of benefits referring to process can be justified by the fact
that many publications used the tools in the context of a process
(e.g., Requirements Engineering (#1) and Measurement (#9)) and,

thus, the process is turned into the system being analyzed. Having
said that, we could understand the three most cited benefits as a
more generic one "help understand the system", which is a benefit
ST aims to provide, regardless of the application area [22] [17].

When considering these benefits and the main identified chal-
lenges, we observe that they all are in some way related to knowl-
edge. On one hand, the challenges highlight that knowing the ap-
plication context is not easy. On the other hand, the benefits point
out that ST modeling tools help get knowledge of the application
context. Therefore, the models built by using ST tools help fill the
gap of knowledge about the application context. Nevertheless, prior
knowledge to build the models is still needed. By helping under-
stand the system, ST tools enable the identification of undesirable
behaviors and the definition of corrective actions. These benefits
were perceived in two publications. One of them, also indicated that
ST tools are useful in identifying leverage points so that corrective
actions can focus on them and provide better results. Other benefits
appeared only once. Even so, they reveal relevant advantages of
using ST tools, such as improving communication among stake-
holders and offering a dynamic perspective of organizations. Some
benefits are related to specific tools. For example, simulators can be
an alternative approach to avoid complex mathematical derivations,
while CLD helps understand long chains of cause and effect and,
when used to build simulators, serve as input to automation.

Based on the panorama provided by the study results and the
limited number of identified publications, we noticed that the use
of ST modeling tools in SE is a relatively unexplored and promis-
ing subject. In summary, CLD has been the tool used more often.
Even so, its combination with other tools (e.g., feedback loops and
archetypes) to get a holistic view of the system and understand
its behaviors has been neglected. Although some processes have
benefited from the use of ST modeling tools (particularly Project
Management and Requirements Engineering) many other processes
could take advantage of such tools. The tools have been used in dif-
ferent ways and for several purposes, suggesting that a wide range
of applications is possible. We believe that the benefits provided
by the use of ST modeling tools should be taken as a motivation to
address the challenges of using them and advance the topic.

6 LIMITATIONS OF THE STUDY
Any study has inherent limitations and researchers face challenges
(e.g., how to consistently apply selection criteria, and classify and
interpret data) that must be considered with the results. Next, we
discuss some of these aspects in our study.

The subjectivity embedded in publication selection and data ex-
traction is a limitation of our study. To deal with it, the activities
were performed by the three first authors and reviewed by the
fifth author. First, the researchers selected a set of publications and
analyzed them until reached a consensus on the results. After that,
the publications were divided among the three first authors and
all of them played "executor" and "reviewer" roles. Each publica-
tion was analyzed against the criteria by one researcher (executor)
and reviewed by the other two researchers (reviewers), who inde-
pendently executed the same procedures, and the outcomes were
compared. To assess agreement, we used the kappa coefficient [21],
which measures the agreement degree between two researchers in
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qualitative evaluation. Given that publication selection was made
by three researchers in different combinations of executer and re-
viewer, we calculated the kappa coefficient for each combination of
two researchers. The lower value of kappa was 0.83. According to
Landis and Koch [21], this means perfect agreement. Any discrepan-
cies in publication selection were addressed through discussion and
resolution. Data extraction was also performed by the three first
authors playing executor and reviewer roles. In the end, extracted
data was reviewed by the fifth author, refined, and discussed with
all the other authors until a consensus.

Another limitation refers to the search string. The absence of
some terms may have led to miss relevant publications. To mitigate
this, we ran several tests and compared the results until we reached
the defined string. Some terms that at first seemed to be relevant,
after being tested were not included in the search string. For ex-
ample, by adding terms referring to system dynamics, only three
new papers were added and none of them passed the publication
selection filters.

The use of a single source is also a limitation. To reduce this, we
conducted backward snowballing. However, we did not perform for-
ward snowballing (i.e., look for relevant publications by analyzing
the ones citing the publications selected in the study) and this has
to be considered as a limitation that can cause relevant publications
not to be captured. Moreover, we decided not to search any specific
conference proceedings, journals, or grey literature. Thus, we have
worked exclusively with publications indexed by the selected elec-
tronic database and the ones identified during snowballing. The
exclusion of these other sources makes the review more repeatable,
but possibly some valuable publications may have been left out of
our analysis.

The classification of data in categories in some research questions
also represents a limitation. Some of the categories were based on
classifications previously proposed in the literature (e.g., research
type [28]). Others were established during data extraction (e.g.,
challenges, benefits), based on data provided by the selected publi-
cations. Determining the categories and how publications data fit
them involves a lot of judgment. Therefore, different results could
be obtained by other researchers.

Finally, another limitation regards data interpretation, which
involves specific knowledge and judgment, potentially leading dif-
ferent researchers to get different conclusions. To minimize this
threat, data was represented in spreadsheets, tables, and graphs, and
interpretationwas performed by the authors iteratively, considering
the research questions. In this way, complementary interpretations
were combined and different interpretations were discussed. More-
over, when writing this paper, we went back to the data and results
and analyzed them once more, looking for additional information
or new perceptions that we could have missed.

7 FINAL CONSIDERATIONS
Systems Thinking involves viewing a system (e.g., an organization,
a process) not only from an individual subjective perspective or in-
terest but also from a broader meta-perspective. It is about stepping
back from the details to grasp the big picture. When applying ST, it
is necessary to think of the causes, effects, and controls at a higher
abstraction level. For that, ST provides us with a set of tools. As the

world becomes ever more tightly interwoven globally and as the
pace of change continues to increase, we will all need to become
increasingly "system-wise" [19].

ST has been successfully used in several areas for years. In this
paper, we investigated its use in the SE context by focusing on the
use of ST modeling tools. A total of 700 publications were consid-
ered, and nine proposals were selected. Seven research questions
were defined to investigate the following facets: (i) distribution of
the selected publications over the years and the type of vehicle;
(ii) research type; (iii) ST modeling tools used in SE; (iv) ways of
and purposes for using these tools; (v) supported SE processes; (vi)
difficulties; and (vii) benefits of using ST modeling tools.

The study contributes by providing an overview of research
related to the topic. In summary, ST modeling tools have been em-
ployed to tackle SE issues in organizational contexts and to model
and analyze SE general aspects addressed in SE studies. Project
Management and Requirements Engineering have been the most
common processes in which these tools have been applied. ST mod-
eling tools have helped get a holistic view of complex systems,
understand and improve processes, identify problematic behaviors
that affect SE outcomes, and define strategies to address them. CLD
has been the predominant tool. The lack of the necessary knowl-
edge for using the tools, which involves knowledge of the tool and
application context (organization or domain of interest) has been
considered a challenge.

We believe that the results indicate that using ST tools in SE
holds promise. However, they also suggest that the tools have been
under-explored and there is room for further investigation into their
potential of contributing to SE products and processes improvement.
Therefore, it is necessary to carry out studies aiming at advancing
ST in SE and providing evidence of the effects of using ST modeling
tools to enhance SE processes and products.

As future work, a broader investigation into the use of ST in SE
considering not only modeling tools could complement this study.
Moreover, comparing ST use in SE with its use in other areas would
help inspire new applications and advances in the research topic.
Considering this study’s results, particularly the fact that lack of
knowledge has been pointed out as the main difficulty in using
ST modeling tools, we have driven efforts to define guidelines and
develop tools to help software engineers use some ST tools (e.g.,
CLD and archetypes). Our goal is to take a step forward to provide
advances to bridge the gap between ST modeling tools and the
knowledge necessary to use them in SE.
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