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Abstract— Computer vision systems have several stages, and
one of the operators used in these systems is the edge detection
filter. High-performance computing is required in many applica-
tions and stages of computer vision systems, and many designs use
FPGA technology to improve performance and decrease power
consumption. In this context, this work presents an analysis of five
edge detection filters synthesized to FPGA, including Laplacian,
Roberts, Prewitt, Sobel, and Canny. In the experiments, we
compared the hardware implementations with software versions
to identify the impact of fixed-point representation on the quality
of the output images. We have also assessed metrics regarding
performance, silicon costs, and energy consumption. The results
obtained show that the Laplacian filter has the lowest costs, while
the Canny operator provides the best output image at the price
of much higher silicon costs and energy consumption.

Index Terms—Image Processing, Computer Vision, Edge De-
tection, Hardware Accelerator, FPGA.

I. INTRODUCTION

The evolution of computing systems made possible the
development of new applications. Among the emerging appli-
cations, we can highlight those using computer vision systems
such as unmanned underwater vehicles [1], 3D environment
mapping [2], and stereo image processing for robots [3]. A
growing area of research that has a high interest in fast image
processing at low cost is that of autonomous electric vehicles,
as evidenced in [4]. These applications often demand solutions
that fulfill performance and energy consumption requirements,
primarily when they are used in systems that rely on battery
power. In this sense, FPGA (Field-Programmable Gate Array),
combined with fixed-point arithmetic, have been employed
as a promising approach to fulfill all these requirements,
while providing design flexibility and meeting time-to-market
constraints.

Computer vision systems apply edge detection algorithms
to identify the boundaries of objects in an image in the early
stages of processing [5]. Edge detection is an elementary
operation in low-level image processing [6] and, therefore,
the search for efficient implementations becomes recurrent.
In view of this, several filters have been proposed for edge
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detection, and the implementation of them in hardware must
find a trade-off to fulfill the application requirements (i.e.,
image quality, performance, power budget, and silicon costs).

Some examples of hardware-based implementation of edge
detection filters are reported in the literature. In [7]–[10], the
authors implemented Sobel, Roberts, Prewitt, LoG (Lapla-
cian of Gaussian), and Canny filters on FPGA, and have
only analyzed their silicon costs. Other studies [7] [10] also
compared the quality of the images resulted from similar
implementations in FPGA. Few works also evaluated the
energy costs of edge detection filters, which is a crucial metric
for embedded computer vision applications. For instance, the
authors of [9] and [11] evaluated the energy consumption of
hardware implementations of Canny filters, while the authors
of [12] analyzed similar implementations of Sobel filter in
FPGA. However, none of these works performed an analysis
of different filters to compare their energy consumption.

In light of the context above, this work describes a study
that analyzes the energy and silicon costs of hardware imple-
mentations of Laplacian, Roberts, Prewitt, Sobel, and Canny
filters, also evaluating their performance and the quality of
their output images. The results obtained allow identifying the
relationship between the different design metrics and provide
information for further implementations of computer vision
systems. Therefore, the main contribution of this paper relies
on the evaluation of FPGA-based implementations of edge
detection operators in FPGA, applying a complete set of
metrics usually employed in hardware designs.

The remainder of this paper is organized as follows. Sec-
tion II describes the experimental setup used in this work,
presenting the materials and methods employed, as well as
the architecture of the edge detection filters implemented
in FPGA. Following, Section III presents and discusses the
experimental results and Section IV concludes with the final
remarks.

II. EXPERIMENTAL SETUP

A. Materials and methods

This study evaluates software and hardware implementa-
tions of Laplacian, Roberts, Prewitt, Sobel, and Canny edge
detection operators. We first implemented each operator using
Python with floating-point representation to serve as a baseline
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to specify the hardware implementations. We also used the
software implementations processing a 220×220 grayscale
Lena image to help us choose the number of bits required
to represent each pixel in the fixed-point arithmetic of the
hardware implementations. Our goal was to find a trade-off
between the costs and the quality of the output image. After
that, we described each operator in VHDL using fixed-point
arithmetic for synthesis in FPGA. It is worth noting that we
applied the convolution kernels most used in literature [13]–
[15] – i.e., a 2×2 kernel for Roberts and 3×3 kernels for the
other filters.

For evaluation, we employed images from the Berkeley
Segmentation Dataset and Benchmark (BSDS500) [16], which
contains 500 481×321 RGB images (300 for training and 200
for testing). This data set is used in other works that implement
edge detection algorithms [17]–[21]. To evaluate the quality
of the image resulting from the processing performed by the
hardware implementations, we employed ModelSim Altera
Starter Edition to simulate the execution of each operator.
We then used the complex wavelet structural similarity (CW-
SSIM) index [22] to quantify the similarity between the
processing of the images on software and hardware. According
to [22], it is possible to categorize a pair of images as different
if the CW-SSIM index is below 0.6, and highly similar if it is
greater than 0.9.

To assess the silicon and energy costs, we utilized the set
of tools available within the Intel® Quartus® Prime software
suite. All the synthesis and power analyses were carried out
for the Cyclone V SoC 5CSEMA6F31A7 device.

It is worth noting that a comparison between FPGA and
GPU implementations is beyond this work scope. Evidence
from [11] and [23] proves that edge detection algorithms have
a lower energy cost in FPGA, although GPU results are better
when considering quality metrics.

B. Hardware design

The main block used for all the implementations is the slid-
ing window, which is responsible for temporarily storing the
input pixels and outputting valid windows. The input pixels go
to the delay line block, which moves the pixels among registers
to generate the valid windows; a controller is necessary to
define when the window is valid. Fig. 1 depicts the structure of
the sliding window block. It comprises the delay line, registers
to count the current pixel, and comparators to identify when
the window is valid. The registers are incremented under the
command of the controller. In Fig. 1, the lowercase labels are
the input and output signals of the datapath, and the uppercase
tags are constants defined at synthesis time and depend on the
image size.

Fig. 2 presents the diagram block for the Gradient filters.
The input image is convolved with the Gx and Gy masks
separately. We have employed this architecture to all the
Gradient filters by changing only the convolution kernel. As
the Roberts filter does not consider the central pixel, we chose
the upper left pixel to play this role in this case.

The Canny filter uses the gradient method. However, it
differs from the Gradient filters because it is a multi-stage
algorithm. As a result, the Canny filter has high computational
complexity, taking significantly longer to process an image.
The multiple stages attenuate image noise and provide a
more accurate edge detection [13]. These additional features
make the Canny filter perform better than the Gradient filters,
especially when processing noisy images.

Fig. 3 depicts the diagram block of the Canny filter. The
image initially enters the Gaussian filter for noise reduction.
The Sobel filter calculates the magnitude and direction of the
gradient, and Theta block finds the direction of the gradient.
Next, the Suppress block sets the gradient direction by taking
into account the outputs of Normalize and Theta blocks. The
Threshold block identifies whether the magnitude of the pixel
is more significant than its neighbors in the gradient direction.
Based on previously defined thresholds, the output pixel is
then marked as an edge or background. Finally, the Hysteresis
block removes any weak edge. It is worth noting that Canny
differentiates itself from the Gradient filters because it applies
the Suppress, Threshold, and Hysteresis steps [15]. The output
image produced by Canny is binarized, simplifying processing
in further steps of computer vision systems and reducing the
image size. As Canny has a noise-removal stage (the Gaussian
filter), it is less sensitive to noise than the other filters analyzed
in this work.

III. EXPERIMENTAL RESULTS

Initially, we simulated the hardware processing of a
220×220 grayscale Lena image to identify the data word
configuration (the sizes of the integer and fractional parts)
to obtain a similarity (CW-SIMM index) greater than 0.8.
The similarity index was obtained by comparing the images
processed by software (using double-precision floating-point
representation) with the images obtained after the simulation
of the models described in VHDL (using a fixed-point repre-
sentation of different sizes for each filter).

As Table I shows, all operators were configured with
eight fractional digits. The number of integer digits varied
according to the complexity of the operations performed and
need for preventing overflow. The Gradient filters achieved
a similarity between 0.990 and 0.999, while Canny obtained
0.876 with 22 integer bits (the highest similarity obtained)
and 0.846 with 10 integer bits. These results are due to
theta calculation, which is performed by the two-argument
arctangent function between the results of the X and Y
convolutions – i.e., atan2(x, y). The implementation of this
function was carried out using the COordinate Rotation DIgital
Computer (CORDIC) technique [24]. CORDIC performs sev-
eral iterations to calculate the angle, and our implementation
executes twenty pipeline iterations. As a result, errors caused
by convolutions along with theta calculation error cause a
loss of accuracy in some situations. Although the Q22.8
configuration produced a higher similarity index, we chose
to use the Q10.8 configuration to reduce silicon overhead and
energy consumption.



Fig. 1. Sliding Window block.

Fig. 2. Gradient filters architecture.

Fig. 3. Canny filter architecture.

TABLE I
SIMILARITY AMONG THE SOFTWARE-AND HARDWARE-BASED

IMPLEMENTATIONS FOR THE PROCESSING OF THE LENA IMAGE

Q4.8
Laplacian

Q2.8
Roberts

Q2.8
Prewitt

Q4.8
Sobel

Q10.8
Canny

Q22.8
Canny

0.998 0.998 0.990 0.999 0.876 0.846

To evaluate the silicon costs, performance, and energy,
we used the BSDS500 test images converted to grayscale.
Tables II–IV present the results obtained. Silicon costs are
expressed by the occupancy of resources of the FPGA. The
performance metrics include the maximum operating fre-
quency, the latency for processing a single 481×321 grayscale
image, and the throughput. The power and energy consumed
were obtained using the Intel® Quartus® Prime PowerPlay tool
and the switching activity files obtained from the simulation
of all operators operating at 100 MHz. These simulations
comprised the execution of each operator when processing the
images of the data set for 100ms. As expected, the Canny filter

had the highest silicon and energy costs. On the other hand,
all the Gradient filters had similar power consumption levels
when operating at 100 MHz, with Roberts having the lowest
silicon cost.

TABLE II
SILICON COSTS

Filter ALUTs FFs Memory
(bits) DSPs

Q4.8 Laplacian 158 189 11,472 0
Q2.8 Roberts 219 426 478 1
Q2.8 Prewitt 326 547 954 1
Q4.8 Sobel 451 681 11,448 1
Q10.8 Canny 3,882 62,402 4,385,229 6

TABLE III
PERFORMANCE METRICS

Filter Fmax
(MHz)

Latency
(cycles)

Latency
(ms)

Throughput
(frames/s)

Q4.8 Laplacian 130 154,401 1.188 845
Q2.8 Roberts 181 154,425 0.853 1,175
Q2.8 Prewitt 146 154,425 1.058 950
Q4.8 Sobel 104 154,425 1.485 679
Q10.8 Canny 107 305,663 2.857 352

TABLE IV
POWER AND ENERGY METRICS*

Filter
Static
Power
(mW)

Dynamic
Power
(mW)

Total
Power
(mW)

Energy
per pixel

(nJ)

Q4.8 Laplacian 411.33 5.92 434.82 4.35
Q2.8 Roberts 411.32 5.72 433.77 4.34
Q2.8 Prewitt 411.34 8.62 437.92 4.38
Q4.8 Sobel 411.38 11.21 441.18 4.41
Q10.8 Canny 420.25 600.85 1034.98 20.49

*Both operators operating at 100 MHz.



Finally, we calculated the average CW-SIMM for the
BSDS500 images processed by each operator. Table V presents
the results obtained. We can observe that the Gradient filters
produced output images highly similar to the images produced
by their software implementations. Canny, on the other hand,
has obtained a lower similarity with its software implemen-
tation. We consider that obtaining a higher similarity index
would require employing internal floating-point units, which
would imply an even higher silicon and energy overheads.

TABLE V
AVERAGE SIMILARITY AMONG THE SOFTWARE-AND HARDWARE-BASED

IMPLEMENTATIONS FOR THE PROCESSING OF BSDS500 DATASET

Q4.8
Laplacian

Q2.8
Roberts

Q2.8
Prewitt

Q4.8
Sobel

Q10.8
Canny

0.986 0.989 0.943 0.988 0.759

Fig. 4 and 5 show the results of the processing of some
images on software and hardware. As we can see, Canny is
the filter that better detects the edges of the images. Also,
we can note that the hardware implementations can visually
produce results that are visually similar to those obtained from
their software implementations.

IV. CONCLUSIONS

This work evaluated the performance, costs, and quality of
hardware-based edge detection filters. Results showed that the
Gradient operators have lower costs than the Canny filter, but
the latter generates the best output image, with sharper and
thinner edges. As the silicon and energy costs of the Canny
filter are much higher than those of the Gradient filters, we
consider that it is worthwhile in cases where a better output
is needed, and its higher energy consumption is acceptable.

The results obtained point out that the different operators
could be applied in dynamically reconfigurable systems to
enable the selection of the architecture that best fits the
constraints. For instance, it is useful to tradeoff quality and
energy to save battery in mobile computer vision systems.

As future work, we intend to use Otsu method [25] to define
the threshold and improve the quality of the Canny filter. We
also intend to extend this study by integrating the filters in a
computer vision system to evaluate their impact on the system
metrics.
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(a) Software Laplacian (b) Software Roberts (c) Software Prewitt (d) Software Sobel (e) Software Canny

(f) Hardware Laplacian (g) Hardware Roberts (h) Hardware Prewitt (i) Hardware Sobel (j) Hardware Canny

Fig. 4. Output images from edge detection filters implemented on software and hardware processing of Lena image.

(a) Software Laplacian (b) Software Roberts (c) Software Prewitt (d) Software Sobel (e) Software Canny

(f) Hardware Laplacian (g) Hardware Roberts (h) Hardware Prewitt (i) Hardware Sobel (j) Hardware Canny

Fig. 5. Output images from edge detection filters implemented in software and in hardware processing an image of BSDS500.
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