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Abstract—Nowadays, mobile applications are demanding
compute-intensive use, in addition to the need for lower latency
and lower computational costs. Thus, researchers are proposing
to bring the computation of these applications closer to the users
by offloading these applications to the Edge. In this work, we
carried out a comprehensive literature review with the primary
objective of investigating the offloading strategies used in the
Edge Computing scenario, which restrictions are considered,
and the security aspects considered by the strategies. From the
selected works, we describe the main optimization objectives of
the strategies, which models and algorithms were implemented,
which computational constraints were considered, which types of
applications, and the security requirements. Finally, we discussed
some opportunities and open challenges.

Index Terms—Edge computing, offloading strategies, task of-
floading.

I. INTRODUCTION

In recent years, we have observed an increase and pop-
ularization in the use of smart mobile devices, such as
smartphones, wearable devices, the Internet of Things (IoT),
autonomous or unmanned vehicles, and intelligent embedded
systems. It results from big data development that requires
intensive resources, such as image recognition, augmented
reality (AR), virtual reality (VR), semantic speech analysis,
etc. These applications are latency-sensitive, require real-time
processing of ever-increasing data streams, and generate high
power consumption. In these cases, mobile devices alone are
insufficient to run applications that require intensive use of
data, as such devices have limited computational and energy
resources [1].

However, due to their centralized processing feature, cloud
infrastructures are far from end devices, which increases data
transmission latency, delays processing responses, and can
make costs unaffordable for end-users [2]. Edge Computing is
an infrastructure that creates a layer of computing resources,
such as the cloud, between mobile users and the cloud. One of
the main advantages of edge computing is low latency, lower
power consumption, and data transmission costs [3].

Thus, Computation Offloading (or simply offloading) has
been proposed to use computational resources of this layer
close to local devices, overcoming the limitations of these
devices. The main challenges of offloading strategies are
deciding which task, how much code is in the task, to which

edge or cloud node the task will be placed, and in what order it
will occur. These decisions are difficult, as the algorithms for
an ideal strategy must consider heterogeneous resources, user
requirements, task dependencies, the security requirements,
increasing the complexity of the problem.

In the literature, it is possible to find works that propose
different offloading strategies applied to Edge Computing.
However, we observe a lack of studies that gather the main
characteristics and objectives of these strategies, the algorithms
used, which restrictions were considered, and what types of
applications benefited. This work aims to review the literature
on the offloading strategies of edge applications. The main
contributions of this study are: (i) classification of the main
objectives of offloading strategies at the Edge, (ii) an overview
of the strategies and algorithms used to develop the offloading
models of this study, (iii) classification of the main computa-
tional constraints considered in modeling offloading solutions
and which security requirements are considered, (iv) and a
discussion of research opportunities and challenges.

The rest of this article is organized as follows: Section
II discusses Edge Computing and Computation Offloading;
Section III presents the related work; Section IV states the
applied methodology of this study; Section V shows the results
and discussions; Section VI states some research opportunities
and challenges; Section VII presents our conclusions.

II. BACKGROUND

As mobile applications become more and more intense,
the need for more processing and less response time be-
comes increasingly essential. Cloud computing has become a
promising solution in offering unlimited computing resources
scalable on-demand services. However, the centralization of
cloud resources, the geographic distance of data centers, and
the overload on communication networks ended up increasing
the response time, harming real-time applications sensitive to
delay [4]. To minimize this problem, Edge has a decentralized
architecture based on layers, generally composed of the user
devices layer, the edge layer, and the cloud layer. According
to this paradigm, the edge layer resources are closer to the
user devices, which can transfer the processing of their tasks
and data to the edge layer, decreasing the overall computation
delay and reducing the occurrence of bottlenecks in data



centers [5], [2]. Tasks in edge computing can be partitioned
into multiple subtasks, and each subtask can be offloaded to
different edge devices for faster processing [3].

Computational offloading has been studied by several re-
searchers and is proposed to overcome the resource limitations
of mobile devices. Offloading is defined as the process of
sending one or more tasks and related data to be processed
in a cloud servers or edge servers. Several factors affect the
processing transfer decision, including local device resources
such as CPU, storage, and battery life, as well as delays in
data transmission over the network and the size of transferred
data [6].

Offloading strategies are based on computational, commu-
nication, and mobility constraints. In addition, several criteria
are considered for the building of offloading strategies, such
as objectives, the granularity of the code to be executed, if
the offloading is static or dynamic, if the offloading desti-
nation nodes are predetermined, or dynamically discovered
if the offloading decision will be at runtime, among others
[7]. A fair offloading policy should strike the right balance
between overall compute delay, data throughput, and related
performance metrics.

III. RELATED WORK

Several studies have emerged in recent years on the of-
floading of edge applications. In [3] the authors present the
study on offloading at the edge, covering offloading scenarios,
influencing factors, and offloading strategies. Offloading based
on machine learning (ML) is the focus of [8]’s study. The study
reviews existing studies using various ML-based approaches
and discusses possible AI problems in the MEC.

In the study proposed by [9], the objective is to review
the literature on offloading in vehicular environments. In
addition, they propose a taxonomy that is used to classify the
works. They also present the leading tools, scenarios, themes,
strategies, and objectives. A review on offloading in IoT
environments is presented in [10], where they researched the
benefits and challenges in implementing offloading strategies
in an IoT application scenario at the edge through a case study.
A review about application offloading studies in the Vehicular
Edge Computing (VEC) scenario is addressed in the study of
[11], where the authors examine offloading strategies in the
VEC environment, proposing a new taxonomy of proposed
offloading approaches.

The survey presented by [12] present studies that describe
the computational offloading process and the MEC structure
involved. In addition, they offer some models of offloading
algorithms and evaluation parameters, giving some directions
for future work. In [13] the authors carried out research on the
application of game theory in the development of offloading
strategies and resource allocation at the edge. The authors
characterized the strategies based on the goals.

A taxonomy on offloading edge applications is also pro-
posed in [14] to classify different articles on the topic. The
focus was to investigate cooperative offloading strategies be-
tween the edge and the cloud. Finally, the work [15] carries

out a literature review on edge computing offloading, focusing
on approaches that propose to minimize energy consumption,
guarantee the quality of services (QoS) and improve the
quality of experience (QoE).

Our research differs from other studies by making a broader
investigation, especially looking for works that describe the
strategy’s objectives, the implemented algorithm, which fea-
tures and constraints were considered, and which types of ap-
plications were tested and are considered security constraints.
In this sense, our work can be helpful to identify some gaps
that are not yet well discussed in offloading strategies.

IV. RESEARCH DESIGN

In order to produce a good understanding of offloading
strategies in the Edge Computing scenario in a complementary
way to the studies already presented in the related work,
this study is characterized by being a literature review that
proposes a research process according to the guidelines of
[16]. According to the purpose of the study, the investigation
process should be motivated by a key research question [17].
The central question of this work is ”What offloading strategies
are used in the Edge Computing scenario? To simplify the
conduct of the research, the central question was divided into
the following sub-questions and objectives:

Q1: What are the main offloading strategies involving
Edge Computing? The objective is to investigate application
offloading techniques in Edge Computing environments.

Q2: What are the objectives of these strategies? The objec-
tive is to investigate which performance metrics the offloading
strategies intend to optimize.

Q3: What models and algorithms were used in offloading
strategies? The objective is to identify which models served
as the basis for constructing the algorithms used in the works.

Q4: What computational constraints are considered in of-
floading strategies? The objective is to investigate which
constraints and computational resources are considered in
offloading strategies.

Q5: What types of applications are impacted by offloading
strategies? The objective is to investigate which applications
are tested in the offloading strategies studied.

Q6: What security aspects are considered in offloading
strategies? The objective is to verify if the studies consider
security requirements in the proposed strategies.

We used PICO systematic model (Population, Intervention,
Comparison, and Outcomes) to identify key terms from the
research questions according [16]. The basic string search is
then defined by concatenating the strings generated by each
part of the PICO model using boolean AND and OR keys.
We identify synonyms of the keywords so that the search
can return articles that use similar terms and use wildcard
characters. We included the term ”Fog Computing” in the
string due to the existence of some authors in the literature
conceptualizing Edge Computing as Fog Computing and vice-
versa. The following basic search string was used to build and
obtain the initial set of primary studies:



("offload*" AND ("edge computing" OR "fog
computing" OR "mobile edge computing" OR
"mec"))

We chose the bases IEEEExplore, ACM Digital Library,
and Scopus were chosen as digital research bases for this
study, according [16] and [17]. Refining the search results
is critical to ensuring the quality of the results. The use of
inclusion criteria (IC) establishes characteristics that a study
must contain to be relevant in the research context. Likewise,
exclusion criteria (EC) establish characteristics to exclude
studies that do not cover the topic of interest. We used the
following inclusion criteria: (IC1) articles published in the last
5 years, (IC2) primary articles dealing with offloading in the
Edge context, (IC3) articles that describe the estratagy and
the algorithm used and (IC4) articles that demonstrate results
od experiments of the techniques. Exclusion criteria: (EC1)
duplicate articles, (EC2) inaccessible articles, (EC3) articles
that do not detail the offloading process or is not applied to the
Edge context, (EC4) articles that do not describe the objective
of the strategy and (EC5) articles that do not describe the
modeling of the considered computational resources.

Fig. 1. Research steps.

According to Fig. 1, the investigation was carried out in
four steps: In the first step, the search was carried out from the
basic string of the search in the selected data sources. A total
of 402 articles were returned in the first step. The second step
applied inclusion criteria IC1 and IC2, and exclusion criteria
EC1 and EC2 in the initial search. The search tools allow using
search filters, helping to apply IC1, EC1, and EC2 criteria. The
IC2 inclusion criterion was applied by reviewing the text’s
title, abstract and diagonal reading. After filtering in step 2, it
resulted in 277 articles. In the third step, the selected works
were analyzed in more detail through the complete reading of
the text. For this, inclusion criteria IC3 and IC4, and exclusion
criteria EC3 to EC5 were applied. After step 3, 24 articles were
selected for the next step. Finally, in the fourth step, a complete
reading of the articles was carried out and 17 were selected
for this review according to the information necessary to
achieve the research objectives. Seven articles were excluded
at this stage because they did not present consistent results

for this study. The following section presents the results and
discussions of the study.

V. RESULTS AND DISCUSSION

This study focuses on investigating the main characteristics
of computing offloading strategies used in the Edge Computing
scenario, such as offloading objectives, the strategy used, the
algorithm implemented, which restrictions were considered,
what types of applications were tested in the studies and what
security constraints were considered.

Offloading Objectives. Minimizing task execution latency
is the main objective of the vast majority of studies. Min-
imizing computing costs is cited by 6 studies, followed by
5 studies that also try to minimize energy consumption, and
one work aims to optimize the time of the offloading process.
The studies of [18] and [19] focus only on minimizing energy
consumption, whose strategy is modeled in such a way that the
offloading decision is based on the restrictions of processing
energy and data transmission. The models of [6], [20], [21],
[22], [4], [7] and [23] aim to minimize only the computing
latency, prioritizing the offloading of applications that are
sensitive to latency, such as real-time applications. In these
strategies, the main constraint is communication latency.

Some studies use multi-objectives to decide offloading tasks,
and generally, they look for a better trade-off between different
objectives. The studies of [24], [25] and [26] aim to minimize
latency and energy consumption. In [27], the proposal is to
minimize energy consumption and computing costs. Minimiz-
ing latency and costs are proposed in [28]. [29] propose an
offloading strategy in which the user can choose to minimize
latency, costs, or energy consumption. In the work of [5], in
addition to minimizing latency, it focuses on an algorithm that
minimizes the offloading decision time.

Strategies and algorithms. To achieve the goals of offload-
ing, different strategies and algorithms are proposed in the arti-
cles studied. Most of them apply models and algorithms known
in the literature and adapt them according to constraints and
objectives. Strategies based on heuristic algorithms are used
in works on [6], [29] and [2], and meta-heuristics on [18]. In
order to improve task execution time, [6] uses compute reuse
strategy to improve task execution time, and [24] uses data
caching strategy. [27] uses a three-layer architecture strategy
with sub-algorithms that solve a multi-objective optimization
problem. The collaborative offloading strategy based on the
Stackelberg game is used in the work of [28]. Game theory
is also used in the [26] strategy. Strategies based on Deep
Learning are proposed by [5], [22], [19]. In [21], and [2]
algorithms based on Artificial Intelligence are developed to
increase the granularity of application offloading.

Strategies based on Data Streaming Processing (DSP) are
presented in works by [23], [7] and [25]. A characteristic
of these strategies is that proposed algorithms extend the
functionality of frameworks for data stream processing to
choose the best node for processing according to the defined
constraints. In the work of [20], the method used is the
A Library for Support Vector Machines (LibSVM) which



identifies the different types of applications, dynamically al-
ternating execution in the cloud or at the edge through a
dynamic switching algorithm. Finally, a mathematical model
using Integer Linear Programming (ILP) and Aspect-Oriented
Programming is used by [4] to verify the feasibility of edge
devices in performing user mobile application tasks.

Computing constraints. It is possible to verify that even
strategies with common goals use different models and algo-
rithms to decide what, when, and where to offload applications.
One of the issues that impact the choice and modeling of the
problem is the computational constraints related to the com-
putational resources available at the edge and the constraints
imposed by the applications. For example, applications that
require intensive data processing impose restrictions on the
processing capacity of the devices, which is considered in 15
strategies studied.

Latency-sensitive applications generally impose communi-
cation latency restrictions, addressed in 4 studies, and are
impacted by the transmission rate and bandwidth, considered
in 5 and 8 studies, respectively. Strategies that aim to min-
imize energy consumption need to consider devices’ energy
consumption and battery life. There is a need to improve the
trade-off between performance and energy savings, considered
in 8 strategies. The computational monetary cost, such as the
cost of cloud services or transmission cost, is a constraint
considered in the strategies that aim to reduce the cost for the
end-user, addressed in 7 works, as well as the complexity of
the tasks and the size of the data to be processed. Node storage
capacity is also considered by 4 works, as they influence the
total latency of task execution and data caching. The amount
of node memory and processor capacity is also mentioned by
3 works, which can influence the execution of tasks with a
higher processing load.

Restrictions related to nodes, tasks, and data security are
cited in only 1 work. It means that these constraints need to
be better explored in the development of offloading strategies
since the number of tasks and the number of nodes can directly
influence the model’s performance. Likewise, given that tasks
and data are migrated to other nodes over data networks,
security constraints are crucial to protect data and applications.
The number of constraints considered can create smarter
strategies. However, the more restrictions are modeled, the
greater the complexity of the algorithms, which can impact the
performance of the algorithms, compromising the objectives
of the offloading strategies.

Types of applications. Different types of applications may
impose different computational constraints and, therefore, may
perform better or worse depending on the offloading strategy
used. Thus, one of the objectives of this study was to identify
what type of applications were used to evaluate the proposed
offloading strategies. Most of the studies carried out tests of
the algorithms through simulated experiments in mathematical
software or simulators of Edge environments. Most of the
studies do not specify the type of application considered in the
simulations or specify only as generic tasks, which indicates
that few strategies are developed focusing on a certain type of

application.
The proposals of [29] and [4] focus on mobile applications

without specifying the type of applications. The strategies of
[20], [23], [7] and [25] are aimed at optimizing Big Data
and Data Streaming Processing (DSP) applications. In [21]
and [26] the focus is on improving the performance of real-
time image processing applications. Offloading of autonomous
vehicle applications is proposed by [24], and also proposes an
offloading strategy for industrial applications in [27].

As many works do not specify or test only one type of ap-
plication, it is still a challenge to determine the best offloading
solution based on the type of application. An opportunity for
future work is to carry out experiments with different types of
applications, with different restrictions on certain strategies, to
assess the models’ generality or specificity.

Security aspects. Offloading strategies mainly aim to mi-
grate tasks and data to be processed in other network nodes
or the cloud. In this sense, security restrictions are crucial to
protect data and applications. As we discussed earlier, only
few studies consider security restrictions in implementing the
offloading strategy. For example, the study by [18] proposes an
algorithm that classifies computing nodes into security levels.
The higher the level, the more secure the compute node,
and node classification takes into account both physical and
software security levels. The strategy proposed in [5] predicts
that the resources enabled for the cluster of cloud and edge
resources, as well as the users of these resources, must go
through an authentication step. After authentication, they will
be able to participate in the offloading process. However, the
study does not detail this authentication process.

In [7], the authors consider using containers to ensure the
security and privacy of applications. Although the strategy
uses a mechanism that scans ports and web servers in search
of computational nodes, no other security mechanism against
malicious nodes is discussed. The offloading model proposed
in [23] only considers the security features of the NiFi middle-
ware – the platform used in work. In addition, nodes that wish
to be part of the edge cluster must go through an authentication
process controlled by a web server in order to be able to
interact with other nodes reliably. In the work of [21], no
restrictions or security mechanisms are addressed. However,
the authors mention that it is still a challenge to deal with the
privacy and security leakage of applications in the offloading
process, as well as protection tasks so that unauthorized people
or applications have access, guaranteeing the sharing of a task
in a safe way, and reliable across local/cloud/edge devices, and
how to store job data securely.

Most studies predict the use of heterogeneous resources
from cloud, edge, and end devices in a distributed way. From
different domains, for example, heterogeneous compute nodes
from different locations and unreliable data links [29], edge
nodes scattered and which must be within reach coverage
of end devices [19], nodes edge devices controlled by more
than one service provider [6] [22], and end-user devices such
as laptops, tablets, and routers [4]. The offloading model
proposed by [20] categorizes applications into 4 classes, where



tasks are transferred to nodes according to their geographic lo-
cations. Despite not mentioning security strategy or constraint
in the offloading process, these works describe which security
requirements are essential and should be considered in future
work. Furthermore, the models proposed in [2], [24], [27],
[28], [26] and [25] do not consider any security requirements.

As we can see, a minority of studies consider security re-
quirements in their offloading strategies. However, some works
mention the importance of considering security constraints in
their future work. It leads us to believe that most strategies
consider the premise that the resources present in the cluster
are safe and reliable and belong to a controlled environment.
However, in offloading models that consider heterogeneous
resources and belong to different entities that do not have
prior trust with each other, it is still a challenge to implement
adequate security restrictions.

VI. OPPORTUNITIES AND OPEN CHALLENGES

As one can see, several offloading solutions and strategies
are proposed in the literature. Mathematical models, heuristic
algorithms, Game Theory, and Artificial Intelligence are ex-
amples of solutions offered for offloading tasks to the Edge.
Reducing latency, costs, and energy consumption are the main
objectives of the strategies studied.

One of the objectives of this study was to identify which
types of applications were tested in offloading solutions. How-
ever, many articles do not describe or specify the application
used in the experiments or compare the performance differ-
ences only in scenarios with or without offload. Given that, we
understand that there is still place for research that addresses
experiments of different types of applications in the proposed
offloading strategies to clarify better which strategies are most
suitable for specific applications. More recent studies suggest
offloading strategies to improve the performance of DSP
applications due to data streams being generated by all types
of sources, in different formats and volumes, continuously and
endlessly, and having to be processed in real-time, taking into
account that most solutions change or add functionality to the
structure of existing commercial frameworks.

Data and application security do not appear as an objective
of any strategies. Regarding the restrictions and computational
resources considered in modeling the proposals studied, the
security of the applications appears in only one of the studies.
Some studies only consider security features of third-party
solutions, but that is not part of the offloading strategy itself.
However, some works consider data and application security
when moving processing to another device or fundamental
architecture. This leads us to believe that most works still
consider the computing resources available in the cloud or
edge to be safe and controlled. More recent studies suggest
that edge environments are increasingly distributed, especially
computing resources belonging to different owners. Thus, it is
still challenging to model strategies that seek a better trade-off
between security and performance.

With the increasing escalation of data theft and leakage,
studies of strategies focusing on data security, especially in

the big data and DSP scenario, still have research spaces that
can be better explored in the Edge Computing environment.
In this context, some studies point to the use of blockchain to
ensure the security and privacy of transactions in the context
of Edge Computing. For example, the use of smart contracts
can ensure that only devices or entities that comply with the
requirements set out in the template can securely process tasks
[30], [31], [32] and [33]. Still in the context of blockchain,
reputation mechanisms and consensus mechanisms can be
used to minimize, or solve, trust problems between edge nodes
[34], [35], [36], [37] and [38]. The use of these mechanisms
is based on the premise that nodes that meet the requirements
of the model increase their reputation over time, while nodes
with low reputations are excluded from the model, with the
verification and agreement of the entire chain. This would be
very advantageous in offloading strategies that use nodes from
different service providers and that do not have prior trust with
each other.

However, running these algorithms on devices with limited
processing power, such as embedded devices, is still chal-
lenging. In future work, we intend to extend our research
to evaluate better the performance of these algorithms in an
infrastructure composed of devices with limited computing
resources.

VII. CONCLUSION

We presented a literature review about application offload-
ing strategies at the Edge. This work presents a current
overview and research gaps in edge computing and offers some
insights that serve as a basis for future research in the area,
which we could not find in other reviews.

We discussed the main characteristics of the offloading
strategies. The main objectives observed are to decrease la-
tency and energy consumption. We identified that the strate-
gies consider constraints of several computational resources
to model their solutions, mainly processing power, energy
consumption, and latency of computational nodes. Big Data
applications, real-time image processing, and DSP are the
main applications tested in the simulations. The use of heuris-
tics, models, AI, game theory, among others, shows different
solutions.

The impact on data and application security needs to be
better evaluated in strategies, including security as an objective
of offloading and improving the assessment of the impact on
application performance. Finally, we identified some possibil-
ities for future work. We placed some open questions that can
be better explored by offloading strategies, such as using idle
resources on embedded devices to perform tasks at the Edge.
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