Caregivers Acceptance of Using Semantic Communication Boards for teaching Children with Complex Communication Needs
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Abstract. Alternative Communication Boards (ACB) are tools used to compensate for the difficulties faced by people with complex communication needs. These boards facilitate the construction of telegraphic phrases through visual cues, using colors and pictograms to represent the grammatical class and the meaning of the words, respectively. In this paper, we present the combination of three essential materials to construct a semantic ACB. In this context, a Semantic ACB is a communication board that uses a semantic script to guide the message authoring. The proposal was evaluated using the Technology Acceptance Model (TAM) as a basis. The results demonstrate that caregivers are more interested in a semantic ACB that is useful than in one that is easy to use.

1. Introduction

Alternative Communication Boards (ACB) are high-tech Augmentative and Alternative Communication (AAC) systems [ASHA 2021] that try to compensate the difficulties faced by people with complex communication needs (CCN). Generally, these tools are based on cards (a.k.a. pictograms) composed of figures with captions, which configure a sentence when arranged in sequence (cf. Figure 1). Usually, the sentences constructed in the ACBs follow a telegraphic structure, that is, only with keywords (i.e., nouns, verbs, adjectives, and adverbs) and without connecting words (i.e., prepositions, articles, and conjunctions) or verbal conjugations. To facilitate the construction of messages, ACBs such as those illustrated in Figure 1, use visual cues based on colors and pictograms, which give clues about the grammatical class and the meaning of the words, respectively. However, clues that explore the semantic roles of words in sentences tend to be more significant [Bryan 1997, Bolderson et al. 2011]. The work of [Hernández et al. 2014] proposes an approach based on a user-centered recommendation model that guides sentence construction through questions and answers. However, this approach is not based on pictograms and uses long questions, such as “What activity did you do?”, “Where did you do it?”, and “When did you do it?”. Thus, this approach requires skills that people with CCN generally do not retain.

[Bryan 1997] proposed a therapeutic tool called Colourful Semantics (CS), that combines colors and questions like Who?, What Doing? and What? to guide user in sentence construction. CS has the aim of helping children with CCN to understand and compose well-structured and meaningful sentences in natural language. Numerous studies demonstrate the effectiveness of using CS in the treatment of children with speech difficulties. In the first application made by [Bryan 1997], for example, after
eight weeks of treatment, the child was able to identify and use semantic roles in the construction of phrases during the telling of a story. After a few months, it was also possible to notice an advance in constructing more complex sentences than those initially taught. [Bolderson et al. 2011] and [Christopoulou et al. 2021] also noticed increasing in the communication performance of participants. Despite this, there are no records of AAC systems that implement CS for communication.

In [Pereira et al. 2020], we proposed a Semantic Grammar (SG) based on the CS grammatical structure. This SG can be used as a basis by ACBs to help users in the message composition, allowing visual clues and a semantic script to assist users in finding the more adequate cards to compose telegraphic sentences. This study evaluates the acceptance of professionals who care for children with CCN about using a semantic ACB as a therapeutic and educational tool. In this context, a Semantic ACB is a communication board that uses a semantic script to guide the message authoring. To accomplish this objective, we developed a prototype of a semantic ACB that combines: 1) Colourful Semantics [Bryan 1997] structure; 2) the Language Acquisition Through Motor Planning (LAMP) approach [Halloran and Halloran 2006]; and 3) the semantic grammar proposed in [Pereira et al. 2020]. The procedure for constructing sentences using the ACB was presented to health and education professionals that were asked to answer a questionnaire based on the Technology Acceptance Model (TAM) [Davis et al. 1989]. We aim to evaluate which of the TAM’s essential factors (i.e., perceived usefulness and perceived ease of use) influences the acceptance of the proposed technology. The results suggest that caregivers are more interested in the usefulness of such a tool than its ease of use.

2. Materials and Methods

This section presents the material used for building the semantic ACB, the theory related to them, and how we propose combining them. Besides, we cover the Technology Acceptance Model (TAM) and how we used it for evaluating ACB acceptance.
2.1. Colourful Semantic

The Colourful Semantics’ (CS) [Bryan 1997] initial aim was to serve as a therapeutic tool to help children with CCN to understand and construct sentences through a semantic script that refers to syntactic structures. It can be helpful to support children with a limited vocabulary to organize the grammatical content of their sentences [Christopoulou et al. 2021]. CS’s semantic script consists of a system of colors associated with questions (e.g., Who?, What Doing?, What?) that help children understand the semantic role of each sentence’s element. According to [Bolderson et al. 2011], the main advantage of CS is identifying the semantic roles of each constituent of a sentence. That is, identifying the function performed by a word concerning the predicate it modifies. For example, in the utterance “The boy eats popcorn”, the word “boy” is the agent of the verbal predicate “eats”, while “popcorn” is the theme.

Figure 2 illustrates the four basic semantic roles of CS: Agent, Verb, Theme, and Location. These roles are associated with colors in order to: (i) make visual discrimination between each semantic role; (ii) further establish the relationship between the question and the semantic role; (iii) associate each type of phrase with a visual sequence of colors; and (iv) alert the child when he omits a semantic role [Bryan 1997]. Colors act as a visual aid to indicate the grammatical structure of a sentence, and questions help to link this structure (syntactic) to its meaning (semantics) [Law et al. 2012]. Semantic roles are more significant for individuals with CCN than syntactic functions (i.e., subject, verb, and object) [Bryan 1997]. Its usage is what differentiates CS from other color-coding systems in which the colors refer to grammatical classes (e.g., nouns, verbs, or adjectives).

2.2. Language Acquisition Through Motor Planning

Language Acquisition Through Motor Planning (LAMP) [Halloran and Halloran 2006] is based on principles of neurological and motor learning. Its objective is to promote the independence of people with CCN for expressing themselves in any setting. LAMP contains five teaching elements that provide people with CCN the language skills necessary to learn effective communication. These elements are (1) readiness to learn; (2) joint attention and shared focus; (3) natural consequence; (4) auditory signals; (5) consistent and unique motor patterns [Halloran and Halloran 2006]. According to [Bedwani et al. 2015], the most particular aspect of LAMP is the importance of consistent motor patterns. One can describe these patterns as a hand memory similar to typing or playing the piano. The keys stay in the exact location, and the user’s fingers automatically know where to go after a period of practice.

Motor planning can be divided into three phases: cognitive, associative, and automatic learning [Dijksterhuis et al. 2000, Salmoni et al. 1984]. In the cognitive stage, the user learns the target behavior (i.e., communication using the ACB) [Koegel et al. 1999].
In the associative stage, the user practices the learned behavior to move between active thinking and automatic implementation [Ganz et al. 2014, Ganz and Hong 2014]. In the automatic stage, the user no longer needs to think about making the behavior as he/she retained it in his/her memory [Koegel et al. 2003]. This way, by using LAMP, finding a card in an ACB may become automatic behavior after a period of practice.

2.3. Semantic Grammars

A Semantic Grammar (SG) [Burton 1976] is a knowledge base in which lexical-semantic properties of hierarchy and predicate-argument connect the concepts evoked by the words of a controlled vocabulary. Hierarchy properties define a semantic structure based on the relationships of hyperonymy and hyponymy between concepts (e.g., the mammal is hyperonym for cat and is hyponym for animal). In comparison, predicate-argument properties define the grammatical structure with the arguments (e.g., agent, theme, attribute) that each word with predicate characteristics (i.e., verbs and nouns) can have. For example, in the sentence “The cat drinks milk” the verbal predicate “drinks” has two arguments: “The cat”, as an agent, and “milk”, as the theme, which make up the structure agent + verb + theme.

In an SG, the arguments of the grammatical structure are filled in by the semantic structure elements (i.e., concepts), creating relationships like the one illustrated in Figure 3 (eat.v.01 hasAgent person.n.01). This allows the lexical-semantic knowledge of hierarchy (e.g., the cat is an animal) to be used in the process of parsing or generating texts in natural language, avoiding the ambiguity that can exist when using only grammatical classes (e.g., noun) [Burton 1976]. Figure 3 presents an excerpt of the SG proposed in [Pereira et al. 2020], in which each word in the controlled vocabulary evokes a lexical concept, which carries its meaning. Lexical concepts are organized into two taxonomies: one for verbs and one for nouns. Verb taxonomy nodes (e.g., eat.v.01) contain predicate-argument properties (e.g., hasAgent) that point to noun taxonomy nodes (e.g., person.n.01). The predicate-argument properties are based on the CS semantic roles (cf. Section 2.1), and the relationships between concepts (e.g., eat.v.01 hasAgent person.n.01) were automatically extracted from text samples.
2.4. Semantic Assistive Communication Board

We present a semantic ACB as a communication board that guides sentence construction employing a semantic script. It considers that message authoring is the essential task in augmentative and alternative communication using ACBs. Besides, people with CCN may require as much support as is available for facilitating communication [Franco et al. 2018]. In this context, the semantic script used is the Colourful Semantics (CS) therapeutic tool [Bryan 1997], which was used as a basis for constructing the semantic grammar (SG) we proposed in [Pereira et al. 2020]. This way, the SG acts as a computational resource that makes possible the implementation of the CS script in an ACB. The LAMP framework acts as an additional strategy to facilitate card searching during sentence construction. This section explains how these materials act in the ACB by illustrating the procedure for message authoring.

Figure 4 illustrates one of the possible ways for constructing sentences in the semantic ACB. Each frame represents an interaction between the user and the board, and the arrows indicate the system’s flow to construct a sentence with all the CS semantic roles. As shown in Figure 4-A, the user can begin the sentence construction from Who?, or What doing?, and What? and Where? are not available on the first interaction. The flow illustrated in Figure 4 exemplifies the sentence construction beginning from the verb (i.e., What Doing?). In this initial interaction, the ACB show to the user all the verbs in...
the vocabulary (Figure 4-B), as no agent (Who?) was chosen. Once the verb is chosen, it influences which cards the ACB will show to the user in the next steps. For doing so, the ACB uses the semantic relationships presents in the SG. For example, if a verb that denotes the lexical concept eat.v.01 (cf. Figure 3) is chosen, only the cards that can act as an agent of the mentioned verb will be suggested to the user in the step illustrated in Figure 4-D. Notice that some of the cards in Figure 4-D are disabled. It occurs to keep the motor patterns in card selection. For example, if the cards shown on the screen can not act as an agent of the verb eat, it will not be available for selection. However, the cards are always on the same position, maintaining a consistent path for card selection (e.g., Persons → Professionals → Teacher). The frames in Figures 4-E to 4-H illustrates the process of selecting card for What? and Where?. Notice in Figure 4-I that, even when the sentence construction was initiated from the verb, it is shown in the direct order (i.e., Agent Verb Theme Location). This is important to help the user to associate the sequence of colors to the sentence structure, as suggested by the CS (cf. Section 2.1). In this example, all semantic roles of the proposed structure are used. However, other constructions can be made using less roles. For example: Who? + What Doing? + What?; Who? + What Doing?; What Doing? + What?; Who? + What Doing? + Where?. In addition, constructions that use more than one card in the roles Who? and What? are allowed, which enables the authoring of phrases like “me [AND] mommy eat popcorn” or “I like English [AND] math”. Yet another option is to insert more semantic roles into the CS framework, as suggested by [Bolderson et al. 2011], who inserted the roles How? (i.e., manner), For whom? (i.e., recipient) and When? (i.e., time). However, this depends on the existence of such relationships in the SG.

2.5. Technology Acceptance Evaluation

The Technology Acceptance Model (TAM) [Davis 1985] provides explanations of factors that are considered determinants in the acceptance of a given technology [Davis et al. 1989]. TAM postulates that the acceptance of a given technology is explained by five essential factors [Davis et al. 1989]: 1) Attitude to use (ATT) - an individual’s evaluative judgment on target behavior in some dimension (e.g., good/bad, harmful/beneficial); 2) Behavioral Intention to Use (BI) - the motivation or willingness of an individual to strive to perform the desired behavior; 3) Perceived Usefulness (PU) - an individual’s perception that the use of particular technology will increase work performance; 4) Perceived Ease of Use (PEOU) - an individual’s perception that the use of a given technology will be effortless; and 5) Actual use (AU) - an assessment of how many people use the technology provided. Generally, the AU factor is difficult to measure [Holden and Karsh 2010, Chau and Hu 2002b, Chau and Hu 2002a], especially when the technology studied is not yet in use. Thus, since BI is its closest antecedent, it is the one that best describes what acceptance is. Also, according to [Davis and Venkatesh 1996], based on empirical evidence, ATT can be excluded from the model because it cannot fully measure the effect of PU on BI. Therefore, we consider that the three essential factors for TAM’s application are PU, PEOU, and BI. According to TAM, PEOU and PU are the two fundamental determinants of user acceptance of the technology. When users find technology easy to use, they perceive the technology as a useful one. Moreover, As shown in Figure 5, TAM offers the causal relationships of these two fundamental constructs (PEOU and PU) with BI. In doing so, TAM establishes that technology acceptance can be predicted by testing the following hypothesis:
Figure 5. Simplified Technology Acceptance Model

- **H1**: Perceived Ease of Use has a direct effect on Perceived Usefulness.
- **H2**: Perceived Usefulness has a direct effect on Behavioral Intention to Use.
- **H3**: Perceived Ease of Use has a direct effect on Behavioral Intention to Use.

Hence, TAM’s theory provides a structural model in which Independent Variables (i.e., PEOU and PU) affect a Dependent Variable (i.e., BI). This effect may be assessed by multiple regression, variance and covariance analysis, multiple discriminant analysis, or principal component analysis [Chin et al. 1998]. However, the most used methods for assessing structural models like TAM are based on Structural Equation Modelling (SEM). According to [Ullman and Bentler 2003], SEM is a collection of statistical techniques that allow a set of relationships between one or more independent variables, either continuous or discrete, and one or more dependent variables, either continuous or discrete, to be examined. In general, SEM approaches are closely identified with the Maximum Likelihood (ML) covariance structure analysis [Fornell and Bookstein 1982]. ML was generalized by [Jöreskog 1970], and it is implemented in the software LISREL [Jöreskog and Sörbom 1996]. This approach attempts to minimize the difference between the sample covariances and those predicted by the theoretical model. However, it assumes that the observed variables follow a specific multivariate distribution (i.e., normality) and that observations are independent [Fornell and Bookstein 1982]. These assumptions may not be satisfied by exploratory studies which have small sample sizes.

The Partial Least Squares-Structural Equation Modelling (PLS-SEM) [Wold 1982, Falk and Miller 1992, Thompson et al. 1995, Chin et al. 1998], emerges as an alternative for SEM analysis. Unlike covariance-based SEM approaches like LISREL, the component-based PLS uses a least-squares estimation procedure. In doing so, PLS avoids many of the restrictive assumptions underlying covariance-based SEM techniques such as multivariate normality and large sample size [Fornell and Bookstein 1982, Falk and Miller 1992]. Therefore, PLS-SEM becomes a good alternative to SEM when the following situations occur [Bacon 1999, Hwang et al. 2010, Wong 2010]: 1) Sample size is small; 2) Applications have little available theory; 3) Predictive accuracy is paramount; and 4) Correct model specification cannot be ensured.

3. Results

The prototypical semantic ACB was presented through a video to educators and therapists of children with complex communication to assess their acceptance of using it as a ther-
The participants were asked to answer a questionnaire with 15 assertive questions with a 7-point Likert scale. The questions cover the three factors considered essential for the application of TAM (cf. Section 2.5): 1) Behavioral Intention to Use (BI); 2) Perceived Usefulness (PU); and 3) Perceived Ease of Use (PEOU). We posted the questionnaire online in social networking groups focused on the use of ACB. 34 health and education professionals from five activity areas participated in the survey. They are nineteen speech therapists, seven occupational therapists, five psychologists, two pedagogues. Regarding the experience in using ACBs, fifteen participants declared that they used it for less than two years, six between 2 and 4 years, eight between 5 and 7 years, and 12 declared that they used it for more than seven years. Considering the small sample size, we used PLS-SEM to assess the collected data. The next sub-sections present the instrument validity and reliability assessment and the structural model assessment.

### 3.1. Validity and Reliability Assessment

For verifying the validity and reliability of the measures, we observed the factor loadings (i.e., links between measures and factors) assessing the measurement model in SmartPLS 2.0 [Ringle et al. 2015]. Reliabilities of individual items were assessed by examining the loadings of the items on their respective factors. As argued by [Rivard and Huff 1988], these loadings values should be higher than 0.5 to indicate that a significant variance was shared between each item and its respective factor. Items validity was also assessed by the examination of factor loading. For those, [Peterson 2000], suggests a threshold of 0.5. As shown in Table 1, all items (e.g., BI1, BI2, and BI3) exceed both thresholds.

Factor reliability and convergent validity were also assessed by analysing Composite Reliability (CR) and Average Variance Extracted (AVE), respectively. According to [Fornell and Larcker 1981], CR is an “indicator of the shared variance among the observed variables used as an indicator of a latent construct”. Our CR results vary from 0.867 to 0.973, and thus, all are above the minimum value of 0.7, suggested by [Nunnally and Bernstein 1994]. AVE, in turn, is defined as the grand mean value of the squared loading of items related to the factor and the common measure for establishing the convergent validity. [Hair Jr et al. 2016] argued that a value higher than 0.5 for the AVE suggests that the factor elucidates more than half of the variance of its items. As
shown in Table 1, all factors reached a sufficient AVE value.

The discriminant validity analysis is based on Fornell-Larcker criterion [Fornell and Bookstein 1982], and on items cross-loading analysis. Concerning the Fornell-Larcker criterion, the square root of AVE for each factor should exceed the correlation of latent variables. As shown in Table 2, all constructs satisfactorily pass the test, as the square root of the AVE (bold on the diagonal) is larger than the cross-correlations with other factors (vertical and horizontal). Regarding cross-loading, the loading of each indicator should be higher than the loadings of its corresponding variables’ indicators. The results of this analysis are shown in Table 3.

### 3.2. Structural Model Assessment

Figure 6 shows the assessed model with path coefficients and $R^2$ values, which, according to [Hair Jr et al. 2016] are the essential measures for assessing a structural model. The $R^2$ value (a.k.a. coefficient of determination) is the proportion of variance in the dependent variable that the independent variables can explain. As shown, the model explains 38.7% of the variance in BI, and 53.8% in PU. In terms of path analysis, Figure 6 demonstrates the path coefficients and $p$-values for each hypothesis, as well as the $t$-values. The $p$-values were produced with a bootstrapping procedure of 1000 resamples. As can be seen, hypotheses H1 and H2 were supported. It demonstrates that PEOU has a direct and significant effect on PU and PU in BI. However, Perceived Ease of Use had a negative effect in Behavioral Intention to Use (-0.388).

### 4. Conclusions

In this paper, we report how we combined three theories for constructing a semantic assistive communication board (ACB). The proposed ACB is based on the Colourful Seman-
tics, a therapeutic tool used to teach children with complex communication needs (CCN) to construct and understand meaningful sentences. We used the Technology Acceptance Model (TAM) to evaluate the acceptance of health and education professionals on using the proposed ACB as a therapeutic tool for children with CCN. The results demonstrate that the professionals are more interested in a useful tool than an easy to use. However, the results also suggest that the ACB’s ease of use affects the professionals’ perception of its usefulness. It demonstrates that the participants consider the ACB useful, but it needs to be easier to use, considering that the potential users (children with CCN) may have cognitive delays. It is necessary to consider the small sample size of this exploratory research as a limitation.

The proposed ACB can be used in communication settings in which the user is familiarized with telegraphic messages. Besides, it can be used as an educational tool for teaching children with typical development or not to understand and construct well-structured sentences. As future work, we intend to make available a tool for parents and caregivers to customize semantic ACBs according to users’ needs and investigate how it can improve CCN individuals’ communication. Besides, we intend to investigate ways to make the ACB easier to use and investigate its usage for therapy by means of single-subject experiments.
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