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Abstract. Knowledge Tracing (KT) models based on attention mechanisms have demonstrated in literature the capability to predict student performance more accurately than previous models in some datasets. However, they fail to directly infer student knowledge. In this paper, we apply a proposed extension already seen in KT literature in order to infer latent knowledge to these models. We apply the extension to four different attention-based KT models, to investigate whether these models can better infer the knowledge outside the learning system than previous models. We find that attention-based models can generate better knowledge estimate correlations with student’s scores than the previous models.

1. Introduction

During the COVID-19 pandemic, online education proved to be important to move the gears of education around the world [Cao et al. 2021, Penteado and Fornazin 2021]. Although this type of educational approach have presented difficulties and pedagogical problems [Santos et al. 2020], the number of Online Intelligent Tutoring System (ITS) users increased during the period of social distancing due to the pandemic [Pantelimon et al. 2021, Akyuz 2020]. Such an increase in the amount of users led to an increase in the amount of data generated by these students, thus boosting existing research on Artificial Intelligence (AI) and Big Data applied to education [Liu et al. 2021].

Within the scope of AI applied to education, the Knowledge Tracing problem (KT) [Liu et al. 2021] consists of using student interaction data on the ITS to infer the student’s knowledge state and their mastery in the concepts related to the exercises proposed by the ITS [Pandey et al. 2021]. Initially, this problem was addressed using probabilistic models such as the Bayesian Knowledge Tracing (BKT) [Corbett and Anderson 1995] and logistic regression models such as the Performance Factors Analysis (PFA) [Pavlik Jr et al. 2009], known as the classic KT models. These models had the virtue of providing interpretable inferences of student skill, but the recent emergence of KT models based on deep learning has led to substantially better ability to predict future student performance in large data sets [Gervet et al. 2020, Liu et al. 2021]. These deep learning-based approaches are primarily based on Recurrent Neural Networks (RNNs), and the first well-known model, the Deep Knowledge Tracing (DKT) [Piech et al. 2015], has demonstrated that it is capable of capturing relationships of the student’s knowledge in the datasets that are often implicit. However, the DKT model demonstrated certain irregularities in its predictions [Yeung and Yeung 2018], which was...
partially addressed in the model Dynamic Key-Value Memory Networks (DKVMN) [Zhang et al. 2017] for KT. In order to address the limitation of the previous deep learning based-model, the DKVMN model consists of a Memory-Augmented Neural Network (MANN) with introduction of the skill-item matrix in its architecture, which can store knowledge concepts and update its student’s mastery during the training phase. More recently, evidence has emerged that attention-based KT models are more able to better generalize their predictions over large amounts of data than models based on RNNs [Pandey and Karypis 2019] and to learn long-range dependencies within the data [Kenton and Toutanova 2019], due to the impressive contribution of the attention mechanism on the generalization over sequential data [Vaswani et al. 2017].

On the other hand, although deep learning-based models are the state of the art for the KT problem, the interpretability of these models is still a research problem [Scruggs et al. 2020, Mao 2018, Ding and Larson 2021, Mandalapu et al. 2021, Wang et al. 2020]. Although these models have a high predictive capacity in large datasets, their parameters and skill estimates are not interpretable in contrast to the classic models [Ding and Larson 2021]. This makes these models less useful for key goals of adaptive learning systems such as informing teachers about student knowledge [Liu et al. 2021]. Thus, this present work sought to explore the predictive capacity of attention-based KT models with more interpretable forms of inference of the student’s knowledge state, such as the inference of the student’s performance in an external data (post-test) in relation to the training dataset [Corbett and Bhatnagar 1997, Scruggs et al. 2020].

In this paper, we investigate whether attention-based KT models can provide more interpretable results over the deep learning-based models previously evaluated in the literature. We aim to use the extension proposed by Scruggs et al. [Scruggs et al. 2020] to evaluate whether new attention-based KT models can better predict the knowledge carried out of the learning system than previous methods in terms of interpretable skills. In order to validate the comparison between the extension applied to the new algorithms addressed in this work with the algorithms seen in the previous study in literature, we reproduce the extension in the DKT+ [Yeung and Yeung 2018] and DKVMN [Zhang et al. 2017] models, as baseline for our study.

2. Problem Definition

Knowledge Tracing (KT) is the problem of modeling the state of knowledge and mastery for different students in an online learning system, based on its interaction sequence within the system [Liu et al. 2021]. The problem aims to take the learning sequence of a student $s$ represented by a sequence of interactions, generally, as $X_s=< x_0, x_1, \ldots, x_N >$, where $N$ is the maximum sequence length of the student interaction, and the tuple $x_t = (e_t, a_t, r_t)$ represents the student learning interaction at time step $t$, where $e_t$ represents the exercise solved by the student, $a_t$ represents if the student answered correctly or incorrectly the exercise and $r_t$ represents complementary information over the student interaction.

Within the learning sequence, each exercise $e_t$ is related to unique or multiple knowledge concepts (KCs) or skills, that vary from dataset to dataset. In summary, the knowledge tracing research problem aims, given a historical dataset of a student’s interac-
tion in an online learning platform, to predict the student’s performance in future exercises within the learning platform.

Interpretable forms of knowledge retrieved from knowledge tracing models has a concrete domain of applicability in the educational environment [Liu et al. 2021]. For example, in the BKT model, the knowledge estimates which are updated in the algorithm process for each student in the data can be used directly to estimate the strength and weakness of the students during the learning process [Lu et al. 2020]. BKT have achieved better results than PFA in some studies [Raposo et al. 2020]. On the other hand, although deep learning-based models achieve better predictive performance than classic models, the results generated by them are poorly interpretable [Liu et al. 2021, Ghosh et al. 2020], as they do not offer a direct inference of skill knowledge, instead making complex predictions for individual items.

In order to approximate the poorly understood prediction mechanism of deep learning-based models to the interpretable parameters already seen in the classic models, an alternative for addressing this limitation in deep learning-based KT models was presented in an extension applied over the output of the KT model, proposed by Scruggs et al. [Scruggs et al. 2020]. The proposed extension aims to reconnect deep learning-based KT models with interpretable forms of knowledge modeling outside the learning system which classic KT models are already explored. In this extension, once a deep learning-based KT model is trained, its performance predictions for specific items are averaged within each skill into an overall knowledge estimate, using a human-derived skill-item mapping.

Scruggs et al. [Scruggs et al. 2020] compares some KT models in terms of their ability to predict external post-test performance to understand how probabilistic-based models and neural-based models perform. However, the authors consider only two deep learning-based models, the DKT+ and DKVMN model. We extend that work using the same data set and overall approach to compare to recent attention-based KT models as well. We restrict our analysis to attention-based models since these are the more recent KT models in the literature and with promising results.

3. Deep Learning-based Models for KT

In this section, we provide an overview of the deep learning-based models used in the study, as well as differences between then.

3.1. Deep Knowledge Tracing +

Deep Knowledge Tracing (DKT) is the first RNNs-based KT model [Piech et al. 2015]. The DKT model is implemented in literature using Long Short-Term Memory Networks (LSTM), a variant of the standard RNN which has a mechanism in its architecture that provides to the model taking into account the forgetfulness in the student sequence and make a continuous representation of the knowledge state during the train process [Liu et al. 2021]. In line with Scruggs et al. [Scruggs et al. 2020], we use a variant of the DKT originally from Yeung & Yeung [Yeung and Yeung 2018], called DKT+. This model, in contrast to the standard DKT model, contains a regularization method that addresses problems seen in the original DKT, where performance estimates vary substantially from problem-to-problem, and sometimes the direction of change in estimates does not match student correctness.
3.2. **Dynamic Key-Value Memory Networks for Knowledge Tracing**

Dynamic Key-Value Memory Networks (DKVMN) is based on Memory-Augmented Neural Networks (MANN), a special type of RNN [Zhang et al. 2017]. The main differences between the MANN used in DKVMN model and the LSTM used in DKT+ model are divided in three different aspects. First, the state transitions in MANN focus in local transitions by read and write operations, different from the global transitions that occurs in RNN architecture [Graves et al. 2014]. Second, MANN uses an external memory matrix that increases the storage of memory in the model in relation to the standard LSTM architecture [Sukhbaatar et al. 2015]. Third, in contrast to traditional RNNs, the number of parameters of the MANN should not be tied to the size of the hidden state [Santoro et al. 2016], which implies more memory slots in the model, without increasing the total number of parameters.

Moreover, the DKVMN model can accurately determine a specific student’s knowledge state on KCs in the dataset, with the introduction of a static key matrix that store latent KCs and a dynamic value matrix that update the mastery of corresponding KCs through the read and write process [Liu et al. 2021].

3.3. **Self-Attentive Knowledge Tracing**

Self-Attentive Knowledge Tracing (SAKT) is the first KT model that uses a purely attention mechanism (transformer) method in its architecture [Pandey and Karypis 2019]. The main idea behind this model is to take into account the relevance between exercises and KCs that are related to each other. SAKT identifies these relevant exercises from the past interactions and predicts the student’s likelihood to correctly answer future exercises based on those relevant exercises. The mechanism behind this property is the attention weights, which are used to determine the relevance of each of the previous interactions.

The main difference between SAKT and previous RNNs-based KT models, which leads to better performance results in the attention-based model, is due to the attention mechanism which can solve the problem of vibrations in prediction outputs, discussed in Zhu et al. [Zhu et al. 2020]. The attention mechanism can solve the problem by capturing the relationships between KCs in the input sequence regardless of the length of the sequence. Moreover, unlike RNNs-based models, SAKT is suitable for parallelism, which makes the model faster than DKT model [Liu et al. 2021].

3.4. **Deep Self-Attentive Knowledge Tracing**

Deep Self-Attentive Knowledge Tracing (DSAKT) [Zeng et al. 2021] is an improvement of the SAKT model, based in a encoder-decoder transformer model. The main difference between both is that DSAKT uses the Multi-Head Attention (MHA) [Vaswani et al. 2017] layer twice, sharing the same weight in decoder. This proposed mechanism in the KT model works as a reinforcement to the capability of the model to retain the relations between the KCs in the dataset, until making the final prediction. Like its ancestor, DSAKT is suitable for parallelism, which makes the model faster than RNNs-based models.

3.5. **Attentive Knowledge Tracing**

In contrast to the previous attention-based KT models, Attentive Knowledge Tracing (AKT) model puts raw embeddings into context and takes account into the students’
entire interactions in a representation of past questions and responses, which is named context-aware representation [Ghosh et al. 2020].

Another different aspect between AKT and the previous attention-based KT models is the novel monotonic attention mechanism. Motivated by evidence around memory decay in the student learning process, AKT incorporates a multiplicative exponential decay in the attention scores calculation to down weight the relevance of distant questions in the student interaction sequence.

3.6. Adversarial Training based Knowledge Tracing

Despite purely attention-based models being the state-of-the-art in KT task over large datasets, they suffer when dealing with a small amount of data. In order to deal with these problems and enhance the prediction for small datasets, the first KT model based on adversarial training (ATKT) was proposed by Guo et al. [Guo et al. 2021]. Adversarial training in deep learning literature is an efficient regularization technique for promoting model robustness [Pang et al. 2021], and in ATKT architecture, led to better prediction results than SAKT and previous deep learning-based models in small datasets.

The model architecture consists of an attentive-LSTM, which like SAKT and DSAKT aggregates information from previous exercises and takes into account relevant KCs to make the predictions. The key difference between ATKT and previous attention-based models is the adversarial examples, which are generated by perturbations in the original input sequence, in order to aggregate robustness in the generalization of the model. Another different aspect is the proposed knowledge hidden state (KHS) attention module, which gradually aggregates information from the previous KHS while highlighting the relevance of the current KHS, to try to make the output prediction more accurate.

4. Proposed Method

Motivated by research that explores the interpretability of deep learning-based KT models, the present work aims to take an alternative extension applied in KT literature over deep learning-based models, shown to lead to better estimates of interpretable knowledge carried out of learning systems both for deep learning-based models and classic models [Scruggs et al. 2020], and investigate the performance of this extension for attention-based KT models and other contemporary KT models which were not evaluated in the previous study.

Figure 1 summarizes the evaluation method proposed in our study. First, we train each algorithm described above using student data. Second, we apply the extension over the output of the algorithms in order to evaluate the performance of the students in an external test, as seen in [Scruggs et al. 2020]. Finally, we calculate the Pearson correlation between the output of the applied extension and student post-test scores for each algorithm, shown in Table 2, in order to estimate how successful these algorithms are at inferring the students’ knowledge, measured in data outside the original learning system the models were trained in.
4.1. Setup

The training and model code was adapted from public repositories on GitHub in Python language. ATKT\textsuperscript{1}, AKT\textsuperscript{2}, SAKT\textsuperscript{3}, and DSAKT\textsuperscript{3} were implemented using PyTorch library [Paszke et al. 2019]. For the baseline models, DKT+\textsuperscript{4} model was implemented using TensorFlow [Abadi et al. 2015] and DKVMN\textsuperscript{5} model was implemented using MXNet library [Chen et al. 2015]. We trained each model for 300 epochs using a GPU Tesla K80, with the learning rate of $1 \times 10^{-3}$ and Adam optimizer (but SGD for DKVMN). The other parameters of the models were kept according to the values suggested by the repository owner. Table 1 shows the model hyperparameters values.

<table>
<thead>
<tr>
<th></th>
<th>Batch size</th>
<th>Sequence length</th>
<th>Dropout</th>
<th>Attention heads</th>
<th>Skill embedding dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAKT</td>
<td>128</td>
<td>350</td>
<td>0.2</td>
<td>8</td>
<td>–</td>
</tr>
<tr>
<td>DSAKT</td>
<td>128</td>
<td>350</td>
<td>0.7</td>
<td>8</td>
<td>–</td>
</tr>
<tr>
<td>AKT</td>
<td>24</td>
<td>300</td>
<td>0.05</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>DKT+</td>
<td>32</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ATKT</td>
<td>24</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>256</td>
</tr>
<tr>
<td>DKVMN</td>
<td>10</td>
<td>350</td>
<td>–</td>
<td>–</td>
<td>50</td>
</tr>
</tbody>
</table>

4.2. Dataset details

The dataset and the post-test data used in this study is available on-line\textsuperscript{6} and has been used in previous studies, coming from a series of studies about the effectiveness of erroneous examples on student learning [Richey et al. 2019]. The dataset contains a total of 598 students with 70,552 student attempts of questions about basic math. The students were evaluated in a 43-item post-test divided into four different KCs: ordering decimals (22 items),

---

\textsuperscript{1}https://github.com/xiaopengguo/ATKT
\textsuperscript{2}https://github.com/arghosh/AKT
\textsuperscript{3}https://github.com/Fusion4233919/DSAKT
\textsuperscript{4}https://github.com/ckyeungac/deep-knowledge-tracing-plus
\textsuperscript{5}https://github.com/jennyzhang0215/DKVMN
\textsuperscript{6}https://pslcdatashop.web.cmu.edu/Project?id=67
placement on number line (6 items), completing the sequence (4 items), and decimal addition (11 items). The item distribution per skill in the post-test is related to the number of common skill misconceptions in the dataset [Richey et al. 2019, Scruggs et al. 2020].

We have processed the data keeping only the first attempt of the student on each item in the interaction sequence, and have trained each algorithm with the same amount of data for training and validation in order to generate knowledge estimates that are then tested on an external test, using the extension described below.

### 4.3. Extension and Knowledge Estimates

The extension proposed by Scruggs et al. [Scruggs et al. 2020] consists of taking the probability of correctness, which is generated by each algorithm after the training phase, over all exercises that a student answered from each KC (were the item to be seen again), and then calculating the mean of those values for each student, within each KC. This final mean is used as knowledge estimates and compared with the students’ scores on the post-test questions.

After calculating the knowledge estimates by using the algorithms and obtaining the students’ post-test scores, we compute the Pearson correlation between both sets of values, in order to evaluate if these knowledge estimates generated by attention-based models are successful at inferring student knowledge carried outside of the learning system.

### 5. Results

Table 2 shows the correlation between each knowledge estimate from algorithms and the post-test score for each KC in the training data.

<table>
<thead>
<tr>
<th></th>
<th>Ordering Decimals</th>
<th>Placement on Number Line</th>
<th>Complete the Sequence</th>
<th>Decimal Addition</th>
<th>Sum of Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATKT</td>
<td>0.72 (#1)</td>
<td>0.63 (#4)</td>
<td>0.37 (#1)</td>
<td>0.55 (#1)</td>
<td>7 (#1)</td>
</tr>
<tr>
<td>DSAKT</td>
<td>0.72 (#1)</td>
<td>0.64 (#2)</td>
<td>0.36 (#3)</td>
<td>0.52 (#4)</td>
<td>10 (#2)</td>
</tr>
<tr>
<td>AKT</td>
<td>0.71 (#4)</td>
<td>0.67 (#1)</td>
<td>0.36 (#3)</td>
<td>0.53 (#3)</td>
<td>11 (#3)</td>
</tr>
<tr>
<td>DKVMN</td>
<td>0.72 (#1)</td>
<td>0.62 (#6)</td>
<td>0.35 (#5)</td>
<td>0.55 (#1)</td>
<td>13 (#4)</td>
</tr>
<tr>
<td>SAKT</td>
<td>0.71 (#4)</td>
<td>0.63 (#4)</td>
<td>0.37 (#1)</td>
<td>0.51 (#5)</td>
<td>14 (#5)</td>
</tr>
<tr>
<td>DKT+</td>
<td>0.71 (#4)</td>
<td>0.64 (#2)</td>
<td>0.34 (#6)</td>
<td>0.48 (#6)</td>
<td>18 (#6)</td>
</tr>
</tbody>
</table>

For the KC Ordering Decimals, ATKT (r=0.72), DSAKT (r=0.72) and DKVMN (r=0.72) produced the best knowledge estimates in relation to the other models. AKT, SAKT and DKT+ (r=0.71) achieved the same correlation to the post-test scores in this skill. For the skill Placement on Number Line, AKT (r=0.67) produced the best estimates. The others models produced estimates that were substantially worse than AKT, DSAKT (r=0.64), DKT+ (r=0.64), ATKT (r=0.63) and SAKT, (r=0.63). The worst result overall for this KC was achieved by DKVMN (r=0.62).

For Complete the Sequence, all models achieved substantially worse results than the other two KCs. ATKT (r=0.37) and SAKT (r=0.37) produced the best estimates,
although they did not differ substantially from the other attention-based models AKT (r=0.36) and DSAKT (r=0.36). The worst estimates for this KC were produced by the baseline models, DKVMN (r=0.35) and DKT+ (r=0.34).

For Decimal Addition, the estimates produced by ATKT (r=0.55) and DKVMN (r=0.55) model substantially outperformed the other studied models. AKT (r=0.53), DSAKT (r=0.52) and SAKT (r=0.51) had results that were close to each other. Again, DKT+ (r=0.48) produced substantially worse estimates than the other models for this KC.

Although the models have achieved very close results, we ranked them within each KC and the sum of rankings was calculated (Table 2). Using this technique makes it easier to compare the final model performance. As shown, the ATKT model outperformed the other attention-based models and the baseline models, followed by AKT and DSAKT.

<table>
<thead>
<tr>
<th>Table 3. Training and prediction time in seconds for each model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training time (s)</td>
</tr>
<tr>
<td>SAKT</td>
</tr>
<tr>
<td>DSAKT</td>
</tr>
<tr>
<td>AKT</td>
</tr>
<tr>
<td>DKT+</td>
</tr>
<tr>
<td>ATKT</td>
</tr>
<tr>
<td>DKVMN</td>
</tr>
</tbody>
</table>

Training deep learning-based models is time-consuming and training time can be an important aspect for adoption of the technology on real-world applications or large-scale datasets. Therefore, Table 3 shows a comparison of the training time for each model. In general, attention-based KT models were faster than the baseline models in the training phase. Particularly, SAKT and DSAKT achieved training times better than those reached by the other models. On the other hand, although ATKT produces the best results, it is slower to train than the other attention-based models and DKT+. The DKVMN model had the worst training time between the models used in this study.

Moreover, Table 3 shows the running time required by each model to predict the results for all students. Although ATKT achieved the worse training time when compared to the other attention-based models, its prediction time is the best one. Also, DKVMN has the slowest training time, but its prediction time was similar to those obtained by SAKT and DSAKT, and better than those achieved by AKT and DKT+. In addition, DKT+ obtained the worst prediction time among the models evaluated in this study.

6. Concluding Remarks and Future Works

This work extended the previous work in KT literature presented by Scruggs et al. [Scruggs et al. 2020], using four different attention-based knowledge tracing models that were not evaluated previously. Using these new models and the extension proposed in literature, we were able to convert the high predictive performance of attention-based knowledge tracing models into knowledge estimates, which demonstrate certain correlation with the student’s score in an external test in relation to the training data. According
to the results of this study, despite the similar estimates values, almost all attention-based models achieved better correlation values between knowledge estimates and the post-test scores than the baseline models by the sum of rankings. ATKT model demonstrates substantially better final result over all studied models. This indicates that the adversarial training in attention-based KT models can (i) reach results in learning systems and (ii) infer interpretable student’s knowledge using the proposed extension better than the previous deep learning-based models.

Regarding the processing time, attention-based KT models were faster than the baseline models in training, even in small datasets as we used here, but the prediction time did not present the same behavior. Then, their use in real-world applications should consider scalability in relation to retraining needs, model response time, and dataset size (number of student interactions and exercises).

This paper does not present definitive results, and new research is needed to establish our findings as conclusive. Our findings should be replicated in different domains and with other student populations, considering size (number of students) and complexity (number of interactive items). Deep learning-based KT approaches are usually evaluated according to their prediction performance within the system. However, our results show how these approaches behave when used to infer knowledge. Other evaluation metrics and statistical analyzes are also needed to better understand the usefulness of these models for inferring knowledge, including also a larger collection of KT models.
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