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Abstract. Educational assessment plays a fundamental role in monitoring the
quality of education. The manual creation and development of test items is
a costly and highly specialized task, and the use of large language models
(LLMs) has become a popular solution in the field of automatic item generation
(AIG). This study proposes a quantitative and qualitative analysis of the use
of general-purpose LLMs for generating Portuguese language items intended
for large-scale Brazilian assessments, which have well-defined requirements for
item construction and quality verification. The results indicate that current tech-
nologies are not yet capable of fully addressing this problem and that significant
research challenges remain in this area.

Resumo. A avaliacdo educacional cumpre um papel fundamental no acompa-
nhamento da qualidade da educacdo. A criagdo e elaboracdo manual de itens
de prova é uma tarefa custosa e altamente especializada, e o uso de grandes
modelos de linguagem (LLM) tem se tornado uma solugcdo popular na drea de
geragdo automdtica de itens (AIG). Este estudo realiza uma analisa qualita-
tiva e quantitativa do uso das LLMs de propdsito geral na geracdo de itens
em Lingua Portuguesa para uso em avaliacoes brasileiras em larga escala, os
quais possuem requisitos bem definidos para sua construcdo e verificacdo de
qualidade. Os resultados demonstram que tecnologias atuais ndo sdo capazes
de resolver completamente o problema e que hd desafios de pesquisa nesta drea.

1. Introducao

A avaliacdo educacional cumpre um papel essencial como instrumento de diagndstico
do processo de aprendizagem, permitindo que o direito a educacdo de qualidade seja
monitorado, analisado e continuamente aprimorado [Silva et al. 2016]. Para assegurar a
qualidade do processo de aprendizagem, é fundamental dispor de mecanismos confidveis
de mensuragdo, como os testes. No contexto das avaliacdes em larga escala — aquelas
aplicadas a um grande nimero de estudantes em ambitos municipal, estadual ou nacional
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[Greaney and Kellaghan 2008] — a elaboracdo desses instrumentos constitui uma tarefa
complexa, que envolve desde a defini¢dao das habilidades a serem avaliadas e das formas
de afericao, até a construgdo e diversificacdo de seus componentes centrais: os itens de
prova, que devem apresentar diferentes niveis de dificuldade e adequacao pedagogica.

O teste ¢ um instrumento de avaliacdo que descreve, numericamente, o grau
de aprendizado em condi¢Oes padronizadas. Um item, unidade basica do teste, for-
nece uma instrucao ao estudante, cuja resposta pode ser pontuada de diferentes for-
mas [Haladyna 2004]. Em avaliacdes em larga escala, cada item mede uma habilidade
especifica da matriz de referéncia e exige alta especializacdo: deve ser pedagdgica e
linguisticamente adequado, tecnicamente vdlido e sensivel ao desempenho estudantil.
A elaboracdo manual demanda tempo, profissionais qualificados e ciclos de revisao,
tornando-se um gargalo logistico diante da crescente demanda por avaliacdes frequen-
tes, diversificadas e alinhadas a diferentes contextos curriculares [Gierl and Lai 2018].
Nesse cendrio, a Geracdo Automatica de Itens (Automatic Item Generation — AIG) surge
como solucdo promissora, combinando geracdo computacional de texto com curadoria
pedagdgica para agilizar a producdo, ampliar a diversidade de formatos e possibilitar
personalizacao de avaliagdes [Gierl et al. 2021, Circi et al. 2023].

No entanto, apesar do potencial que os modelos de linguagem apresentam para
a AIG ao aprimorar a geracdo de textos, as abordagens predominantes para avaliar
a qualidade dos itens gerados se concentram em métricas automdticas, baseadas em
similaridade textual ou semantica, que permitem a avaliacdo de grandes volumes de
itens [Song et al. 2025]. Contudo, a qualidade de um item estd ligada a outros pon-
tos, como validade pedagdgica, clareza, adequagdo ao nivel de escolaridade e poten-
cial diagnéstico. Tais atributos dificilmente podem ser aferidos apenas por métricas
automaticas [Maity et al. 2024, Scaria et al. 2024]. Nesse sentido, a avaliagdo hu-
mana especializada continua sendo insubstituivel para validar a efetividade dos itens
[Setiawan et al. 2022]. Embora alguns trabalhos, como os de [Lin and Chen 2024,
Scaria et al. 2024] tenham recorrido a especialistas para avaliar os itens gerados, € outros,
como [Rockembach and Thom 2024, Zimerman et al. 2024], tenham utilizado avaliacao
humana no contexto da AIG em portugués brasileiro, ainda nio existem critérios con-
solidados que guiem a avaliacdo da qualidade dos itens em contextos de larga escala no
Brasil. Além disso, ndo foram encontrados trabalhos que avaliam os resultados por meio
de especialistas em lingua portuguesa ou da drea de educacdo, segundo as diretrizes na-
cionais. Também ndo foram encontrados trabalhos que estudam a AIG no contexto de
avaliacdo em larga escala em lingua portuguesa.

Este trabalho tem como objetivo analisar a qualidade de itens gerados por abor-
dagens de engenharia de prompt em grandes modelos de linguagem (Large Language
Models — LLM), voltados a avaliagdo de Lingua Portuguesa, a partir da perspectiva de
especialistas em avaliacdo educacional. Para isso, € proposta uma andlise qualitativa con-
duzida por profissionais com experiéncia na elaboragao de itens para avaliagGes brasileiras
em larga escala. A andlise leva em consideragdo um conjunto de critérios baseados nas
diretrizes utilizadas em avaliacOes brasileiras. As principais contribuicdes deste estudo
sdo0: (i) apresentar uma avaliacdo feita por especialistas em avaliacdes em larga escala de
lingua portuguesa, respeitando as diretrizes nacionais de avaliacdo educacional, sobre os
resultados alcangados no problema de AIG utilizando diferentes técnicas de engenharia de
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prompt em grandes modelos de linguagem; e (ii) oferecer um conjunto de anélises que po-
dem orientar futuras pesquisas e praticas em AIG para o contexto da Lingua Portuguesa,
especialmente em avaliacOes em larga escala.

2. Construcao de itens para avaliacao de larga escala

Para que um item cumpra sua fun¢do de mensurar com precisdo o dominio de uma ha-
bilidade, ele deve estar alinhado com os objetivos de aprendizagem, apresentar estrutura
clara e equilibrada, e ser capaz de revelar, por meio das alternativas, os caminhos cogni-
tivos percorridos pelos estudantes [Bollela et al. 2018]. Esse aspecto diagndstico torna o
item ndo apenas um instrumento de medi¢do de desempenho, mas também um recurso es-
sencial para identificar as dificuldades dos estudantes e orientar intervencdes pedagdgicas
mais eficazes no processo de aprendizagem. Formalmente, existem dois tipos de itens:
itens de resposta construida, que sdo popularmente conhecidos como questdes descritivas,
ou seja, que t€m espago para construir uma solucao, e os itens de resposta selecionada,
que sdo as questdoes de multipla escolha. No contexto de avaliacdo em larga escala, os
itens de resposta construida possuem uma avaliacao mais demorada devido ao critério de
correcdo ser mais complexo e depender do desenvolvimento da resposta feita pelo estu-
dante [Palacios and de Oliveira 2022]. Por outro lado, o item de resposta selecionada ¢ de
facil corre¢do, limitando-se a verificagdo da alternativa selecionada.

Ex.: "Observe as cores abaixo: (i

o (1) Verde (i)
e (2)Vermelho
& (3) Amarelo

Quais dessas opgdes correspondem a cores validas para a bandeira do Brasil? (iii)
A) 2, (iv)
B) 1e3.
C) 2ed.

D) Todas as opgdes anteriores.”

Figura 1. Exemplo de item de resposta selecionada

A Figura 1 exemplifica os principais elementos que compdem um item de resposta
selecionada. O item possui comando inicial (i) que € a instrucdo indicando a acdo que
deve ser tomada para iniciar a atividade. O suporte (ii) que pode ser um texto, imagem
ou outro recurso que contextualiza a questdo e auxilie diretamente no desenvolvimento
da resposta. O segundo comando (iii) € a instru¢do que indica o que o estudante deve
atender para solucionar o item. As respostas (iv) consistem na unido entre o gabarito (em
negrito), que é a resposta correta, e os distratores, que sao as respostas incorretas, mas
plausiveis. A plausibilidade dos distratores € um dos principais desafios na geracdo de
itens de multipla escolha [Awalurahman and Budi 2024].

Dentre essas diretrizes, destacam-se quatro pontos que contribuem para a vali-
dade e qualidade dos itens: (i) conteido, assegurando alinhamento com os objetivos de
aprendizagem e relevancia pedagdgica; (ii) formato do item, recomendando vocabulério
simples para que a compreensao leitora ndo interfira na avaliacdo; (iii) comando claro
e objetivo, com a ideia principal e instrucdes diretas, evitando informacodes irrelevantes;
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(iv) alternativas plausiveis, garantindo distratores semelhantes e atrativos, evitando pistas
obvias ou que induzam a resposta correta por eliminacao.

O desenvolvimento de itens validos que atendam as necessidades pedagdgicas
para diagnosticar a aprendizagem dos alunos € uma tarefa complexa. Nesse contexto, em
[Haladyna 2004] é apresentado diretrizes que guiam a elaboracdo e serdo consideradas
na avaliagdo dos itens gerados. Dentre elas, destacam-se quatro pontos-chave que contri-
buem para a validade e qualidade dos itens: (i) contetido, assegurando alinhamento com os
objetivos de aprendizagem e relevancia pedagogica; (ii) formato do item, recomendando
vocabuldrio simples para evitar que a compreensao leitora interfira na avaliacdo; (iii) co-
mando claro e objetivo, contendo a ideia principal e instrucdes diretas, sem informagdes
irrelevantes; (iv) alternativas plausiveis, garantindo distratores semelhantes e atrativos,
evitando pistas 6bvias ou que induzam respostas corretas por eliminagao.

A importancia de seguir tais orientacdes € reforcada por evidéncias que mostram
impactos negativos na elaboracdo de itens sem o amparo de diretrizes. Um exemplo é
mostrado por [Richichi 1996], que testou um conjunto de itens do contexto de psicologia
introdutoria utilizando a teoria da resposta ao item (TRI) e concluiu que os itens que
violaram algumas diretrizes de elaboragdo eram mais dificeis e menos discriminativos do
que os itens que nao possuiam falhas.

3. Trabalhos relacionados

Muitos trabalhos propuseram solucdes de AIG envolvendo uso de LLMs com engenha-
ria de prompt [Rockembach and Thom 2024, Zimerman et al. 2024, Scaria et al. 2024,
Lee et al. 2024, Wang et al. 2024]. Em [Scaria et al. 2024] foram analisadas as técnicas
de prompt que geram melhores itens, além de analisar o impacto que a complexidade e
o tamanho do prompt na qualidade do item. A avaliacdo realizada por especialistas e
os resultados apontaram que prompts mais simples tiveram piores resultados que prompts
mais bem estruturados. Em [Rockembach and Thom 2024] foram utilizados prompts com
e sem um template no GPT-3.5 e LLAMA-2.0 para gerar questdes para uma disciplina
de Business Process Management em portugués brasileiro. A avaliacdo foi feita pelos
proprios autores e os resultados do trabalho apontam que o uso de templates melhorou
a performance do LLAMA-2.0. Ressalta-se, contudo, que os critérios de qualidade para
itens para uso em larga escala se diferem de itens construidos para atividades em sala
de aula. Em [Bezirhan and von Davier 2023] foi proposto um modelo para geracdo de
suportes de itens para a avaliacdo internacional PIRLS, voltadas para alunos do 4° ano
do ensino fundamental, no qual utilizaram o modelo GPT-3 (Text-davinci-002) com as
técnicas zero-shot e few-shot. O estudo demonstrou que, com o uso de prompts cuida-
dosamente elaborados, o modelo foi capaz de produzir textos com variedade temadtica,
coesdo e clareza comparaveis a materiais desenvolvidos por especialistas.

Embora trabalhos como [Lin and Chen 2024, Scaria et al. 2024,
Wang et al. 2024, Lee et al. 2024] tenham feito a avaliacdo dos itens gerados por
especialistas, e trabalhos como [Rockembach and Thom 2024, Zimerman et al. 2024]
tenham utilizado a avaliagdo humana no contexto da AIG em portugués brasileiro; ainda
ndo existem critérios consolidados que guiem a avaliacdo da qualidade dos itens em
contextos de larga escala no Brasil. Além disso, ndo foram encontrados trabalhos que
avaliam os resultados por meio de especialistas em lingua portuguesa ou da area de
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educacdo, segundo as diretrizes nacionais. Também nao foram encontrados trabalhos que
estudam a AIG no contexto de avaliacdo em larga escala em lingua portuguesa.

Este trabalho abrange abordagens de uso de femplates de itens com técnicas de
engenharia de prompt, utilizando as versdes mais recentes e estaveis do GPT-4.1, Gemini
2.0 flash e Deepseek v3024. Até o presente momento deste trabalho, ndo foram encontra-
dos estudos que analisaram essas abordagens para geragcdo de itens em lingua portuguesa,
utilizando critérios definidos para itens de alta qualidade.

4. Materiais e método

A Figura 2 apresenta as etapas adotadas por esse estudo. A geracdo do item € iniciada
com a selecdo da abordagem a ser utilizada e a defini¢do das técnicas; esse passo também
inclui a sele¢io do modelo. E realizada uma triagem a partir dos itens gerados. Todos
esses passos vao ser melhor apresentados durante esta secao.

Selegao de Combinagao de . Avaliagao Avaliagao de
ot Triagem o
abordagem técnicas especializada resultados

Figura 2. Fluxograma da metodologia

4.1. Selecao de abordagem

Foram definidos a experimentacao com a geracao de itens utilizando habilidades alinhadas
a Base Nacional Comum Curricular (BNCC) através de trés abordagens: (i) geracao de
itens sem fornecimento de suporte, (ii) geracdo dos itens com fornecimento de suporte e
(ii1) geracdo de itens de maior complexidade.

4.1.1. Geracao de itens sem fornecimento de texto suporte

O objetivo da primeira abordagem € avaliar a capacidade das LLMs na geracdo do texto
suporte (SLLM), do género carta, e dos demais elementos do item, como comando, ga-
barito, distratores e justificativas para cada alternativa. Essa abordagem trabalha com a
geragdo de itens associados a habilidade: reconhecer relagdes 16gico-discursivas de causa-
lidade. Devem ser verificados critérios como qualidade, nivel de dificuldade, publico-alvo
e compatibilidade do assunto. Os itens sao gerados a partir de uma instrucao que define as
principais caracteristicas do texto. A seguir, € apresentada uma instru¢do exemplo gerada
por especialistas de lingua portuguesa.

Apresentar uma curiosidade cientifica, de até 12 linhas, com uma sintaxe que con-
tenha periodos curtos, com poucas intercala¢des, formados por, no maximo, duas li-
nhas, com Iéxico préprio do discurso formal com a presenca de termos especializados,
porém com estratégias de facilitacdo do discurso como a repeticao de um elemento que
seja central a compreensdo do texto e outras pistas que permitam ao estudante lidar
com um termo desconhecido. Quanto ao tema, deve-se privilegiar textos que tragam
elementos do cotidiano das criancas, como informacdes sobre animais préximos ou
até mesmo distantes de seu convivio, plantas, planetas, funcionamento do corpo hu-
mano, entre outros. No que se refere ao género, deve-se procurar textos de estrutura
canonica, ou seja, aqueles em que, preferencialmente, o tema seja introduzido com
uma pergunta no titulo e os pardgrafos respondam a pergunta com exemplos que ex-
pliquem o tema aproximando-o do universo infantil.
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A instrugdo delimita as possibilidades para que o texto de suporte gerado contenha
as caracteristicas que sdo consideradas importantes a um especialista. Todos os outros
elementos de um item também possuem instrugdes que indicam suas caracteristicas.

4.1.2. Geracao do item com fornecimento de texto suporte

A segunda abordagem tem como objetivo avaliar a capacidade da LLM, dado um suporte
gerado por humano (SH), de criar todos os elementos restantes do item, ou seja, comando,
gabarito, distratores e justificativas. Assim como no caso anterior, essa abordagem traba-
lha com a geracgdo de itens associados a habilidade: reconhecer relagdes 16gico-discursivas
de causalidade. A motivagdo € gerar itens semelhantes e possivelmente comparaveis. No-
vamente, cada uma dessas partes € gerada por uma instrucao que define e delimita as ca-
racteristicas que devem ser apresentadas para cada um dos elementos do item. A seguir,
um exemplo de instru¢do gerada por especialistas em lingua portuguesa, o qual apresenta
as caracteristicas que o distrator deve possuir, delimitando os limites desse elemento:

Os distratores devem apresentar informacdes que estejam em outras partes do texto,
preferencialmente que ndo estejam no primeiro pardgrafo ou na moral da histéria. Os
distratores podem ser organizados: em ordem alfabética, em ordem alfabética inversa
ou, ainda, com as informacdes que se apresentam na ordem em que aparecem no texto.

4.1.3. Geracao de itens de maior complexidade

Complementando o experimento, a terceira abordagem tem como objetivo avaliar a ca-
pacidade das LLMs de gerar itens associados a habilidades mais complexas de leitura e
interpretacdo dado um suporte gerado por humanos (SHHC). Especificamente, essa abor-
dagem lida com itens que envolvam a habilidade de identificar relacdes 16gico-discursivas
de condi¢@o, marcadas por conjungdes presentes em noticias. Nesta etapa, o texto suporte
utilizado € fornecido ao modelo e sdo classificados como de nivel 2, indicando uma maior
complexidade intrinseca. O texto a seguir € um exemplo de instru¢aopara a criagao de um
comando que solicite ao estudante identificar a relacdo de casualidade.

Solicitar, por meio de um comando claro e objetivo, que o estudante identifique uma
relacdo de causalidade marcada por conjungdes mais usuais (porque, pois, ja que, por
isso). Esse comando deve trazer de forma explicita a consequéncia do fato (causa) nar-
rado no texto. Direcionar a pergunta considerando o trecho do texto que a conjuncao
aparece, deixando-a expressa no comando.

Ja no préximo exemplo, o item requer um raciocinio mais elaborado, pois o co-
mando tende a ser mais implicito, o texto suporte € mais denso, € o reconhecimento da
relacdo condicional exige uma interpretacdo. Dessa forma, esta abordagem representa
um passo crucial ao direcionar o foco para a geracdo de itens de maior complexidade. A
énfase na identificacdo de relagdes condicionais, com base em textos mais elaborados e
comandos que exigem maior inferéncia, visa testar a capacidade interpretativa das LLMs
no desenvolvimento de questdes avaliativas alinhadas as diretrizes da BNCC.

Solicitar, por meio de um comando claro e objetivo, o reconhecimento do tipo de
relacdo semantica estabelecida por elementos de coesdo(condi¢ao) no texto. Pode ser
por meio de uma pergunta contextualizada a ser respondida ou uma frase a ser com-
pletada pelo gabarito.
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4.2. Combinacao de Técnicas

Além das abordagens citadas na Subsecdo 4.1, uma variacdo de modelos de LLM e
técnicas voltadas a engenharia de prompt também sdo aplicadas com o objetivo de me-
lhorar o resultado gerado por parte das LLMs. A escolha dos modelos tem importincia
fundamental para a qualidade da solucdo de AIG produzida. Neste trabalho, foram esco-
lhidos os modelos GPT-4.1, Gemini 2.0 Flash e DeepSeek V3 0324, por conta de serem
as maiores versoes estaveis de propdsito geral de 3 grandes familias de LLMs disponiveis
durante o desenvolvimento do trabalho. O GPT é o modelo mais usado em trabalhos de
AIG [Song et al. 2025], DeepSeek € o maior modelo de cédigo aberto que tem mostrado
resultados promissores para solucdes de problemas de PLN e o Gemini tem demonstrado
resultados interessantes em testes padronizados de benchmark [Team et al. 2023].

As técnicas mais comuns utilizadas em solu¢des de engenharia de prompt sdo o
zero-shot e o few-shots. O few-shot acontece quando o prompt é alimentado com um
ou mais exemplos. O modelo “entende”o padrao e desenvolve uma solucdo baseada nes-
ses exemplos. O zero-shot é quando ndao ha um exemplo e o one-shot é uma variacdo
especifica do few-shots que utiliza apenas um exemplo [Brown et al. 2020]. Também
sdo utilizadas as técnicas Chain of Thoughts (CoT) - zero-shot, que envolvem soli-
citar dentro do prompt para que a LLM detalhe passo a passo a geracdo da resposta
[Kojima et al. 2023]; e a técnica Emotional prompt (EP), que envolve acrescentar uma
ou mais frases de apelo emocional no prompt. Essas técnicas foram escolhidas por te-
rem o potencial de melhorar a capacidade do modelo de gerar melhores resultados. Além
disso, para cada caso, foi executado cinco vezes, totalizando 180 itens.

4.3. Triagem

Ap6s a geragdo dos itens para cada técnica de prompt e tipo de item, foi realizada uma
avaliacdo humana para verificar sua validade. Com o objetivo de reduzir o volume de
itens encaminhados aos especialistas em avaliagdo em larga escala, foi definido um con-
junto de critérios claros e de facil aplicagao. Dessa forma, nesta etapa, os itens passaram
por uma triagem, sendo enviados aos especialistas apenas aqueles que apresentaram uma
qualidade minima aceitavel. A triagem foi realizada por dois graduandos que possuem
conhecimento bésico sobre geracdo de itens. Os critérios (Tabela 1) utilizados foram ela-
borados com base nas diretrizes apresentadas na Secao 2 de forma a ter respostas bindrias.

Codigo Descricao

El Item apresenta erro gramatical

E2 Item apresenta erro semantico

E3 Item apresenta alinhamento com a competéncia avaliada

E4 Item apresenta texto de suporte e comando compativeis com a instru¢ao

ES Item apresenta gabarito incorreto ou invalidos

E6 Item apresenta distratores ndo plausiveis ou invalidos

E7 Item apresenta justificativas de distratores e gabarito ndo plausiveis/ invalidos

Tabela 1. Critérios de exclusao

A avaliacdo da gramadtica (E1) e da semantica do item (E2) verifica se os itens
estdo corretamente escritos e se a mensagem transmitida faz sentido. O critério E3 avalia
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o alinhamento do item gerado com a competéncia definida nas instru¢des do prompt. Em
outras palavras, verifica-se se os itens foram elaborados de acordo com os aspectos de di-
ficuldade, forma e demanda cognitiva esperada. O critério E4 examina a validade do texto
de suporte e do comando gerados, considerando se estdo de acordo com as instrucoes, se
sdo adequados ao contexto e se ndo representam copias do suporte apresentado nos exem-
plos, especialmente no caso da técnica few-shot. Ja o critério ES avalia o gabarito, verifi-
cando se ele esta correto, responde adequadamente ao comando e € unico. O critério E6
avalia a validade dos distratores, verificando se eles respondem ao comando, se poderiam
ser escolhidos por um aluno que ndo domine a competéncia avaliada e se apresentam pa-
ralelismo — ou seja, se possuem estruturas semelhantes em termos de tamanho e sintaxe,
evitando que alguma alternativa se destaque indevidamente e facilite a identificacdo do
gabarito ou induza ao erro. Por fim, o critério E7 examina as justificativas dos distratores
e do gabarito, observando se ha 16gica e coeréncia nas explicagdes fornecidas.

Durante o processo de triagem, foram eliminados todos os itens considerados du-
plicados ou incompletos, a fim de garantir a consisténcia e a qualidade do conjunto final.
ApOs essa etapa, restaram 59 itens validos. Para compor o conjunto utilizado na etapa de
avaliagdo especializada, foi realizada uma sele¢ao aleatdria, restringindo-se a um item por
combinacdo de varidveis (modelo, abordagem e técnica). Esse procedimento resultou em
um total de 25 itens Unicos, representativos das diferentes configura¢des experimentais.

4.4. Avaliacao por especialistas em itens para larga escala

ApOs a triagem inicial dos itens, dois especialistas em geracdo de itens de lingua portu-
guesa avaliaram os resultados, visando garantir a qualidade linguistica e semantica dos
contedidos gerados. Os especialistas possuem vinculo de pesquisadores em producgao de
itens no Centro de Politicas Publicas e Avaliacdo da Educacdo (CAEd). Os critérios ori-
ginalmente definidos na subsecdo 4.3 foram reapresentados e adaptados para compor o
conjunto de critérios de avaliacdo adotados nesta etapa. Além disso, foram incorpora-
dos novos objetivos especificos para abranger aspectos essenciais na composicao de itens
destinados a avaliacdes em larga escala, ampliando o rigor e a abrangéncia da avaliacao.

Codigo Descricao

Ql Suporte estd adequado?

Q2 Comando refleta a habilidade?

Q3 Gabarito esta correto?

Q4 Gabarito € unico?

Q5 Existe paralelismo entre as alternativas?

Q6 Os distratores estao plausiveis?

Q7 Justificativas estdo coerentes?

Q8 Alternativas apresentam elementos que nao estdao no suporte?

Q9 Item estd adequado em termos de alinhamento com a habilidade?

Q10  Item poderia ser usado em uma avaliacdo com pouca ou nenhuma alteracio?

Tabela 2. Rubrica de avaliacao
Os critérios de avaliagdo (Tabela 2) foram organizados para verificar diferentes

dimensdes da qualidade dos itens. O primeiro critério (Q1) diz respeito a adequabilidade
do suporte fornecido, assegurando que o material de apoio apresentado esteja coerente
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e consistente com as instrugdes e o contexto do item. O segundo critério (Q2) avalia a
validade do comando, isto €, se a solicitacdo feita ao respondente esta clara, precisa e sem
ambiguidades. Ja o terceiro e quarto critério (Q3 e Q4) referem-se, respectivamente, a
correcao e unicidade do gabarito, garantindo que a resposta correta esteja correta de fato
€ que exista uma unica alternativa correta para evitar confusao ou maltiplas interpretacdes.
Outro ponto importante analisado foi o paralelismo das alternativas (QS5), que nesse caso
¢ analisado como um critério a parte em relacdo aos distratores e ao gabarito.

No que tange aos distratores, o critério Q6 avalia a plausibilidade dessas alter-
nativas incorretas. Para isso, verifica-se se os distratores respondem adequadamente ao
comando, se poderiam ser escolhidos por um respondente que ndo domina a habilidade
avaliada e se apresentam coeréncia logica, assegurando que ndo sejam obviamente des-
cartaveis. Por sua vez, o critério Q7 refere-se a coeréncia das justificativas apresentadas
para os distratores e para o gabarito, observando se hd uma fundamentacdo 16gica e con-
sistente que esclareca por que uma alternativa esté correta ou incorreta.

Além desses aspectos, a avaliagdo contemplou outras dimensdes importantes para
a qualidade dos itens. A qualidade das alternativas (Q8) foi verificada, especialmente
quanto a presenga de elementos nao contemplados no suporte, que poderiam gerar dividas
ou enviesar a resposta. Também se avaliou o alinhamento do item com a habilidade ou
competéncia a ser avaliada (Q9), certificando que o conteido corresponde aos objetivos
pedagdgicos. Por fim, analisou-se a qualidade do item quanto a aplicabilidade pratica
em avaliagdes, considerando sua utilizagdo com pouca ou nenhuma modificacdo pelas
especialistas (Q10), ou seja, o item estd adequado ou préximo de satisfazer os critérios
para avaliacOes em larga escala.

5. Resultados

Nesta secdo sdo discutidos os resultados da triagem e dos especialistas, além das
diferencas, concordancias e discordancias entre essas duas avaliacdes. O codigo-fonte,
junto com os prompts e os itens gerados neste trabalho, foram disponibilizados em um re-
positério publico'. E importante apontar que as andlises foram realizadas em uma quanti-
dade ndo tao expressiva devido a restricoes de tempo. Portanto, os resultados apresentados
sdo relevantes, mas fornecem indicios e ndo constituem uma conclusiao absoluta.

5.1. Resultados da triagem

A Figura 3 apresenta a distribui¢do relativa dos critérios de exclusdo apresentados na
Secdo 4.3, considerando tanto ocorréncias de critérios tnicos quanto as combinacdes de
critérios na exclusao de itens. Cada segmento do gréfico representa a frequéncia de deter-
minado critério, ou combinacdo de critérios, que foram identificados nos itens gerados.

Observa-se que o critério E6 individualmente foi o mais recorrente, representando
60,3% das exclusdes. Além disso, esse critério também esteve presente em diversas
combinacdes com outros critérios, o que evidencia sua ampla incidéncia no processo de
triagem. O critério foi aplicado, principalmente, em situacdes em que os distratores apre-
sentavam contetdo absurdo ou incompativel com o comando da questdo, comprometendo
a fung¢ao avaliativa do item ao facilitar a identificagao da resposta correta por estudantes

'"https://github.com/ufjf-items/geracao—itens—sbie-2025.git
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Figura 3. Proporcgao de critério de exclusao aplicados na triagem

que nao dominam a habilidade avaliada. Em contraste, foi percebido que o critério de
alinhamento com a competéncia avaliada (E3) teve ocorréncia baixa, estando presente
apenas em combinacdes pouco frequentes. Esse padrdo indica que os modelos utiliza-
dos tendem a gerar itens com temas coerentes com a habilidade desejada, mas falham na
elaboracgdo de distratores plausiveis, caracteristica fundamental para itens de qualidade.

A Figura 4 mostra a propor¢ao dos itens aceitos agrupando-os pela LLM utilizada,
pelo suporte utilizado ou pelo tipo de prompt (técnica de geracdo). O modelo DeepSeek
teve desempenho levemente inferior aos demais. Em termos de abordagem, a habilidade
mais complexa obteve os piores resultados, enquanto o suporte humano simples apresen-
tou melhor desempenho. Quanto as técnicas, a CoT+EP ficou ligeiramente abaixo das
demais. Esse resultado contraria a expectativa de que estratégias mais elaboradas, como
CoT+EP, contribuiriam para uma maior taxa de aceitacdo, sugerindo que a complexidade
adicionada ao prompt pode ndo ter sido eficaz nesse contexto.

51.7% B Modelos (LLMs utilizados)
B Abordagens de suporte
mm Técnicas de geracdo

(%)

cao

28.3%
25.0%

Taxa de Aceita
e
L

GPT Gemini DeepSeek SLLM SH SHHC Zero-shot CoT+Ep One-shot Todos

Figura 4. Proporgao de itens aceitos pela triagem

5.2. Resultados dos especialistas

Os especialistas analisaram os itens com o objetivo de responder a seguinte pergunta: “O
item poderia ser usado em uma avaliagdo com pouca ou nenhuma alteracdo?” (critério
Q10). Foram avaliados os 25 itens que passaram pela triagem, sem que os avaliadores
tivessem conhecimento prévio sobre sua origem ou técnica de geracdo. A Tabela 3 apre-
senta a distribuicao das respostas (Sim, Nao) e o total avaliado segundo trés perspecti-
vas definidas posteriormente para andlise das avaliacdes: modelo de linguagem utilizado,
abordagem adotada e técnica de geragcdo. O destaque ao critério Q10 se justifica por ele
refletir diretamente a qualidade do item gerado.

Na andlise dos resultados, observa-se que o modelo GPT apresentou o menor
numero de itens aprovados (3 de 9), indicando desempenho inferior sob a 6tica dos espe-
cialistas, especialmente comparado ao modelo Gemini (8 de 9) e DeepSeek (6 de 7). Essa
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Modelos Abordagens Técnicas
Critérios | GPT Gemini DeepSeek | SLLM SH SHHC | Baseline CoT One-shot Todos
Sim 3 8 6 7 9 1 5 4 4 4
Nio 6 1 1 2 3 3 2 2 1 3
Total 9 9 7 9 12 4 7 6 5 7

Tabela 3. Contagem de itens aceitos, rejeitados e total por categoria

diferenca sugere que, apesar dos textos gerados pelo GPT poderem parecer adequados em
triagem inicial, apresentam falhas mais evidentes quando avaliados com rigor técnico.

No que se refere as abordagens, os itens gerados por SH (9 aprovacdes em 12) e
por SLLM (7 de 9), ambos voltados ao 3° ano do Ensino Fundamental, obtiveram as me-
lhores taxas de aprovacdo, sendo considerados os mais adequados pelos especialistas. Em
contraste, a abordagem SHHC apresentou desempenho significativamente inferior, com
apenas 1 aprovacao em 4 itens avaliados. Essa baixa adequagdo repete os resultados ob-
servados na etapa de triagem, que ja havia indicado dificuldades das LLMs em lidar com
conteddos de maior complexidade. Apesar de poucos itens dessa categoria terem sido
encaminhados para avaliacdo especializada, o fato de apenas um ter sido aceito reforca
a limitacao da abordagem para esse tipo de item. Em relacdo as técnicas, os resultados
se mostraram mais equilibrados, com leve destaque para a técnica one-shot (4 de 5 itens
aprovados), embora a diferenca em relagdo as demais técnicas (como baseline e CoT+EP)
seja pequena e nao estatisticamente significativa. Portanto, ainda que haja varia¢des entre
os métodos utilizados, os dados reforcam a importancia da avaliagdao qualitativa especia-
lizada para validar o uso pedagégico dos itens gerados.

A Figura 5 relaciona, dentre os 25 itens selecionados, qual foi o resultado em
relacdo a cada critério analisado pelos especialistas conforme apresentado na Tabela 2.
Nessa representacdo, cada barra representa a proporcao de itens que receberam resposta
“Sim” ou “Nao” para um determinado critério. A resposta “Sim” indica que o item aten-
deu ao critério avaliado, ja a resposta “Nao” aponta que o item apresentou falhas em
relac@o ao critério avaliado. Dentro desse resultado, € possivel perceber pela Figura 5
que os critérios de adequagao com o suporte (Q1), corretude (Q3) e unicidade do gabarito
(Q4) e se as alternativas apresentam elementos que ndo estdo no suporte (Q8) tiveram
maiores concordancias com a triagem, visto que poucos itens que passaram pela triagem
foram reprovados pelos especialistas com base nesses critérios. Isso indica que a triagem

teve mais €xito em fazer a filtragem dos itens com base nesses critérios.

100.0 1 Resposta
o

. Sim

80.04 B et mum Nao

20.0

0.0-

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q1o

Figura 5. Porcentagem dos resultados da avaliacao dos especialistas
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Por outro lado, percebe-se que as questdes sobre o comando (Q2) e o alinhamento
(Q9) tiveram maiores discordancias em relagdo a triagem. Enquanto poucos itens foram
excluidos na triagem por conta do comando (E4) e menos de 1% dos itens foram excluidos
por conta do alinhamento (E3), mais da metade dos itens avaliados pelos especialistas nao
estavam adequados em termos de alinhamento (Q9) e do comando (Q4). Isso reflete uma
desconformidade em relag@o a avaliacdo da triagem, indicando que avaliacdes realizadas
por nao especialistas possuem maiores limitagdes quanto a avaliagdo dos critérios.

6. Conclusao

Este estudo apresenta um experimento com avaliagdo humana aplicada a um recorte es-
pecifico e, portanto, os resultados devem ser interpretados como indicios observados
em um contexto delimitado, ndo como conclusdes universais. Um volume maior de
avaliagOes permitiria alcancar significancia estatistica, mas isso exigiria um esfor¢co con-
sideravel de uma equipe especializada. Também é importante considerar a complexidade
dos LLMs, a variagdo gerada por diferentes prompts e a imprevisibilidade das respos-
tas. Para reduzir essa variabilidade, foram utilizadas configuragdes deterministicas, com
o objetivo de aumentar a consisténcia dos resultados.

Apesar de seu carater exploratério, o estudo observou tendéncias quanto a pon-
tos fortes e limitacdes das técnicas de AIG baseadas em modelos generativos. Essas
observacdes sugerem oportunidades de pesquisa para o aprimoramento dos mecanismos
de geracao, buscando maior eficiéncia e aderéncia aos critérios de qualidade exigidos em
avaliagOes em larga escala. Na triagem e na andlise especializada, foi verificada a falta de
paralelismo das respostas; a falta de conexidade entre gabaritos, distratores e comandos;
a aplicacdo ndo usual da lingua e, por fim, itens que n@o avaliam a habilidade desejada.
Esses itens, passando pela triagem, mas ndo pelas avaliadoras, reiteram a complexidade
do trabalho de avaliacdo e evidenciam a importancia da avaliacdo humana ser feita por es-
pecialistas em contraste com os trabalhos de AIG voltados a lingua portuguesa feitos até o
momento. LLLMs sdo ferramentas com alta capacidade de seguir padrdes e demonstraram
desempenho promissor na geragdo de suportes do tipo cartas para os modelos selecio-
nados. Quanto a dificuldade das questdes, em alguns casos foram produzidas questoes
complexas para a faixa etdria definida, revelando a limitacdo das LLMs em garantir ali-
nhamento adequado das questdes e indicando a necessidade de pesquisas futuras sobre a
adequacao da dificuldade dos itens.

Diante dessas limitagdes, a andlise dos resultados e o andamento do estudo in-
dicam lacunas que podem orientar pesquisas futuras. A utilizacdo de técnicas mais
avancadas de prompt engineering, como RAG (Retrieval Augmented Generation) e ar-
quiteturas multiagentes, podem ser particularmente promissora. Além disso, o uso de
fine-tuning e prompt-tuning em modelos de LLM pode contribuir para especializd-los na
geragdo de itens educacionais em portugués brasileiro. Outra linha de investigacao pro-
missora consiste na avaliacio de itens gerados mediante a outras estratégias de avaliacdo,
como a mensuragdo da dificuldade, conforme proposto em [Amorim et al. 2019], ou a
utilizacdo do teste de Turing [Song et al. 2025], que podem complementar a analise feita
por especialistas e enriquecer a compreensao sobre a performance dos modelos.
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