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Abstract. Automatic Short Answer Grading (ASAG) is crucial for scaling edu-
cational assessment but faces challenges in accuracy. Large Language Models
(LLMs) like GPT-4 have shown potential, yet single-LLM approaches can have
limitations. This paper introduces LLMAgentGrader, a multi-agent system using
DeepSeek-Chat designed for ASAG. The system employs specialized agents to:
(i) generate reference answers (including web search), (ii) extract key concepts
from answers, and (iii) suggest grades based on semantic comparison and com-
pleteness, using a dynamic few-shot learning strategy with a randomly sampled
history of prior gradings. We validated LLMAgentGrader on the TEXAS (En-
glish) and ASAG 2018 (Portuguese) datasets, comparing it with results from a
GPT-4 system and traditional Machine Learning models. Results demonstrate
that our multi-agent DeepSeek-Chat approach achieves significantly superior
performance in MAE and RMSE, outperforming not only GPT-4 but also some
traditional models in specific scenarios.

Resumo. A Correcdo Automdtica de Respostas Curtas (ASAG) é crucial para
escalar a avaliacdo educacional, mas apresenta desafios em precisdo. Modelos
de Linguagem de Grande Porte (LLMs) como o GPT-4 demonstraram potencial,
mas abordagens com LLMs tinicos podem ter limitacoes. Este artigo apresenta
o LLMAgentGrader, um sistema multiagente utilizando DeepSeek-Chat, proje-
tado para ASAG. O sistema emprega agentes especializados para: (i) gerar
respostas de referéncia (inclusive com busca na web), (ii) extrair conceitos prin-
cipais das respostas, e (iii) sugerir notas com base em comparagdo semdntica e
completude, utilizando uma estratégia de few-shot learning dindmico com um
historico de corregcoes anteriores amostradas aleatoriamente. Esse estudo va-
lida o LLMAgentGrader nos datasets TEXAS (inglés) e ASAG 2018 (portugués),
comparando-o com resultados de um sistema GPT-4 e modelos tradicionais de
Aprendizagem de Mdquina. Os resultados demonstram que a abordagem multia-
gente com DeepSeek-Chat alcanca um desempenho significativamente superior
em termos de MAE e RMSE, superando ndo apenas o GPT-4, mas também alguns
modelos tradicionais em cendrios especificos.

1. Introducao

A avaliacdo é um componente fundamental do processo de ensino-aprendizagem, es-
sencial para guiar estudantes e otimizar resultados de aprendizagem [Black et al. 2003,
Bitencourt et al. 2013]]. No entanto, a corre¢ao de atividades, especialmente as que exigem
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respostas discursivas, € uma tarefa que consome tempo considerdvel dos educadores e estd
sujeita a variagcdes de subjetividade, dificultando sua aplicagdo em larga escala. Nesse
contexto, a Corre¢ao Automadtica de Respostas Curtas (do inglé€s, Automatic Short Answer
Grading - ASAG) surgiu como uma drea de pesquisa relevante, visando oferecer avaliagdes
rdpidas e mais objetivas [Burrows et al. 20135]].

Com o advento dos Modelos de Linguagem de Grande Porte (do inglés, Large
Language Model - LLM), novas perspectivas se abriram para o ASAG. O trabalho de
Ferreira Mello et al. (2025) [Ferreira Mello et al. 2025]] investigou a eficicia do GPT-4
[Achiam et al. 2023]] na tarefa de ASAG, comparando-o com modelos tradicionais de
aprendizado de maquina. Suas conclusdes indicaram que, embora o GPT-4, mesmo com
engenharia de prompt otimizada (incluindo exemplos como contexto para o modelo, em
inglés conhecido como few-shot, instrucdes de “pensar passo a passo” e uso de rubricas),
apresentasse resultados promissores, modelos tradicionais baseados em Transformers,
como o BERT [Devlin et al. 2019] (envolvendo fine-tuning sobre modelos pré-treinados),
ainda o superavam em determinados cenérios [Ferreira Mello et al. 2025]]. Este achado
ressalta que a simples aplicacdo de um LLLM avancado pode nao ser suficiente para realizar
a corre¢do de avaliagcdo educacional, que idealmente inclui ndo sé a nota, mas também a
geracdo de feedback e, por vezes, de respostas de referéncia.

Para lidar com essas limitagoes, este artigo propdoe o LLMAgentGrader, um sistema
multiagente que utiliza o0 modelo DeepSeek-Chat [Liu et al. 2024]]. Nossa abordagem seg-
menta a tarefa de ASAG em subtarefas, cada uma gerenciada por um agente especializado:
um para gerar respostas de referéncia (Agente Gerador de Resposta de Referéncia - AGRR),
capaz de realizar buscas na web para enriquecer seu conhecimento; outro para extrair os
conceitos principais (Agente Extrator de Conceitos Principais - AECP) das respostas do
aluno e da referéncia; e um terceiro para sugerir notas (Agente Sugeridor de Nota - ASN)
utilizando uma estratégia de few-shot learning dinamico, onde exemplos de correcdes
anteriores para a mesma questdo sao amostrados aleatoriamente e fornecidos no prompt. O
desenvolvimento e exploracao destes agentes ocorrem no contexto da plataforma Tutor-1A
(https://tutor-1a.com/), uma plataforma de correcdo de atividades educacionais com uso de
inteligéncia artificial.

As principais contribui¢des deste trabalho sdo:

* O design de uma arquitetura multiagente para ASAG utilizando o DeepSeek-Chat,
com agentes especializados em subtarefas distintas do processo de corre¢ao.

* Uma estratégia de few-shot learning dinamico, onde o Agente Sugeridor de Nota é
contextualizado com um histdrico de corre¢des anteriores, amostradas aleatoria-
mente para a questdo em andlise.

* A capacidade de gerar respostas de referéncia por um agente de IA, que pode opci-
onalmente realizar buscas na web para complementar as informagdes da pergunta e
do contexto da turma.

* A demonstra¢do empirica, através de experimentos nos conjuntos de dados da
literatura, de que o LLMAgentGrader com DeepSeek-Chat obtém desempenho
superior aos trabalhos anteriores que usaram o mesmo conjunto de dados.

Nesse sentido, este estudo investiga se a arquitetura multiagente LLMAgentGrader,
ao empregar o DeepSeek-Chat e uma abordagem de few-shot learning dinamico com
historico de corre¢cdes, demonstra superioridade em relacao a sistemas baseados em LLM
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unico, como o GPT-4 (cuja performance foi analisada por Ferreira Mello et al. (2025),
e modelos tradicionais de AM em tarefas de ASAG. Adicionalmente, busca-se avaliar o
impacto da geracdo de respostas de referéncia por um agente de IA (Agente Gerador de
Resposta de Referéncia - AGRR) no desempenho da corre¢ao, contrastando-o com o uso
de rubricas elaborados por instrutores humanos.

2. Trabalhos Relacionados

A pesquisa em ASAG evoluiu de métodos baseados em regras para técnicas de Pro-
cessamento de Linguagem Natural (PLN) e AM [Burrows et al. 2015]]. Estudos inici-
ais focaram em similaridade semantica e grafos de dependéncia para o conjunto de da-
dos TEXAS [Mohler et al. 2011]], um benchmark para tarefas de correcdo de atividades
[Agirre et al. 2012]]. No contexto da lingua portuguesa, trabalhos como o de Sirotheau et
al. (2019) [Sirotheau et al. 2019] exploraram dimensdes linguisticas, enquanto Almeida e
Moura (2024) [Almeida and Moura 2024]] investigaram métodos de similaridade textual.
O conjunto de dados ASAG 2018 (PT_ASAG) [Galhardi et al. 2020] tem sido um recurso
importante para avaliar abordagens de AM para respostas curtas em portugués. Métodos de
mineracao de texto também foram aplicados para ASAG e feedback [Stizen et al. 2020]].

A introdu¢do de modelos baseados em Transformers, como o BERT
[Devlin et al. 2019]], e suas variantes como SBERT [Condor et al. 2021bl], melhorou a
captura de representacdes contextuais, com aplicacdes em ASAG mostrando resulta-
dos superiores [Sung et al. 2019, Camus and Filighera 2020, |Condor et al. 2021al]. Sub-
sequentemente, LLMs como GPT-3 [Brown et al. 2020] e GPT-4 [Achiam et al. 2023]]
trouxeram capacidades de aprendizado zero-shot e few-shot. Aplicagdes em educagdo
incluem avaliacdo de autoexplicacdes com ChatGPT [Nguyen et al. 2023 e avaliac@o de
coeréncia textual com GPT-4 [Naismith et al. 2023]].

Ferreira Mello et al. (2025) analisaram o GPT-4 para ASAG nos conjuntos de
dados TEXAS e PT_ASAG. Eles concluiram que exemplos few-shot traziam ganhos
de performance para o TEXAS, e instrucdes para “pensar passo a passo” e “rubricas”
eram relevantes para o PT_ASAG. No entanto, mesmo com essas estratégias de prompts
otimizados, modelos tradicionais de AM (e.g., BERT com fine-tuning) ainda superavam
0 GPT-4, indicando que a complexidade e o custo de LLLMs proprietarios podem nao se
traduzir diretamente em melhor desempenho em todas as situagdes de ASAG.

Apesar dos avancos, a maioria dos estudos com LLMs em ASAG os trata como
agentes monoliticos. Sistemas Multiagente (SMA), onde agentes com capacidades es-
pecializadas colaboram para resolver problemas complexos, sdo uma tendéncia em IA
[Park et al. 2023]] (e.g., Auto-GPT [Firat and Kuleli 2023]]). A aplicacdo de SMA com
LLMs em ASAG ¢ incipiente. Este trabalho explora essa via com o DeepSeek-Chat
[Liu et al. 2024], um modelo com bom desempenho e custo por milhdo de tokens de
entrada e saida inferior.

3. LLMAgentGrader: uma arquitetura multiagentes para correcao

O LLMAgentGrader é um sistema multiagente projetado para a Correcdo Automaética de
Respostas Curtas, utilizando o modelo de linguagem DeepSeek-Chat como motor para
seus componentes. A arquitetura segmenta a complexa tarefa de corre¢cdo em agentes
especializados, visando aumentar a precisdo e a interpretabilidade. A Figura|l|ilustra o
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Figura 1. Arquitetura conceitual do sistema LLMAgentGrader, ilustrando o fluxo
de informacao entre os agentes especializados (AGRR, AECP, ASN) e as
principais entradas e saidas de cada um.
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fluxo de interacdo entre os agentes, que operam de forma sequencial. Os prompts de cada
agente sdo estruturados para guiar o LLM em sua func¢do, definindo seu papel, a tarefa, as
entradas e o formato de saida (JSON).

O fluxo se inicia com o Agente Gerador de Resposta de Referéncia (AGRR),
responsavel por criar uma resposta-modelo que serve como gabarito. Suas entradas sao
a pergunta, informacgdes da turma e, opcionalmente, conteddo de busca na web para
enriquecer o conhecimento e mitigar o risco de alucinagdes do modelo.

Em seguida, o Agente Extrator de Conceito Principal (AECP) atua tanto na
resposta do aluno quanto na resposta de referéncia. Seu objetivo € identificar e resumir as
ideias centrais em uma string concisa (entre 5 e 15 palavras), preservando termos técnicos
e facilitando a comparagdo semantica subsequente.

Por fim, o Agente Sugeridor de Nota (ASN) avalia a resposta do aluno, atuando
como um corretor. Ele recebe a pergunta, as respostas do aluno e de referéncia, os conceitos
extraidos pelo AECP e a nota maxima. A nota € calculada com base em fatores ponderados
e parametrizaveis: 50% para a similaridade de conceitos, 30% para a completude da
resposta € 20% para a adequacao ao nivel do curso. Essa ponderacdo foi otimizada
experimentalmente para minimizar o erro em relac@o as notas dos avaliadores humanos.

Uma caracteristica central do ASN € sua capacidade de few-shot learning dindmico.
O termo “dinamico’refere-se ao fato de que, para cada nova resposta de aluno a ser
corrigida, uma nova amostra aleatoria de n exemplos (pares de resposta e nota, com n = 5
nos experimentos) € selecionada do histérico de correcdes daquela mesma questao. Isso
contrasta com uma abordagem estdtica, onde o0 mesmo conjunto de exemplos seria usado
para todas as correcdes. Essa amostragem a cada execucdo permite que o agente seja
contextualizado com uma variedade maior do histérico de avaliagdes, potencialmente
melhorando sua capacidade de calibragem.

O motor para todos os agentes € o DeepSeek-Chat [Liu et al. 2024]], escolhido
por seu balango entre desempenho, custo e velocidade. Foi utilizado um parametro de
temperatura de 0,3 para garantir consisténcia e reprodutibilidade nas respostas geradas.

4. Metodologia Experimental

4.1. conjunto de dados
Foram utilizados dois conjuntos de dados publicos da literatura de ASAG:

* TEXAS Dataset: Proposto originalmente por Mohler et al. (2011)
[Mohler et al. 2011], este conjunto de dados contém 2273 respostas de alunos
para 80 questdes de um curso de Ciéncia da Computagdo. As respostas estdo em
inglés e as notas variam de 0 a 5. A concordancia entre corretores humanos, medida
pelo coeficiente de correlacio de Pearson (r), foi reportada como 0,586 por Ferreira
Mello et al. (2025).

* ASAG 2018 (PT_ASAG): Este conjunto de dados [Galhardi et al. 2020] é com-
posto por 7473 respostas de alunos a 15 questdes de diversas disciplinas do ensino
superior no Brasil. As respostas estdo em portugués e as notas variam de 0 a 3. A
concordancia entre corretores, medida pelo Kappa de Cohen, foi de 0,43, conforme
Ferreira Mello et al. (2025).
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Para fins de comparagdo direta, nossos experimentos seguiram a divisdo de dados
(treino/teste) do cendrio “Divisdo 17 (questdes presentes no conjunto de teste também
estdo presentes no conjunto de treino, mas com respostas de alunos diferentes) utilizado
por Ferreira Mello et al. (2025).

4.2. Métricas de Avaliacao

O desempenho dos modelos foi avaliado utilizando as seguintes métricas, alinhadas com o
estudo de Ferreira Mello et al. (2025) e complementadas para uma andlise mais robusta:

* Mean Absolute Error (MAE): Erro Médio Absoluto entre as notas previstas e as
notas reais.

* Root Mean Squared Error (RMSE): Raiz do Erro Quadratico Médio, que pena-
liza erros maiores.

* Correlacao de Pearson (r): Mede a correlac@o linear entre as notas previstas e as
reais, mostrando a consisténcia do modelo.

* R-quadrado (R?): expressa a proporcao da variancia explicada pelo modelo e,
segundo Chicco et al. (2021), € mais informativa que apenas MAE ou RMSE para
avaliar regressoes

* Percentual de Acordo (£0,5): indica o percentual de predicdes cuja diferenca em
relacdo a nota real estd dentro de meio ponto, comparavel a acurdcia pratica na
correcdo.

4.3. Cenarios Experimentais

Os resultados do LLMAgentGrader foram comparados com os valores de estudos de
Ferreira Mello et al. (2025) para o cenario “Divisdao 1”. A abordagem com GPT-4
[Eerreira Mello et al. 2025]] empregou técnicas de engenharia de prompt como o uso de
exemplos few-shot, instrugdes de “pensar passo a passo” e rubricas. Os modelos tradicio-
nais, como o BERT, tipicamente envolvem fine-tuning sobre modelos pré-treinados. Dois
cendrios principais foram investigados para o LLMAgentGrader (DeepSeek-Chat com
histérico amostrado aleatoriamente):

* RRProf: Utiliza as Respostas de Referéncia fornecidas pelos Professo-
res/instrutores (presentes nos conjuntos de dados originais) como gabarito para o
ASN.

* RRIA: Utiliza Respostas de Referéncia geradas pelo AGRR do préprio sistema,
com auxilio de busca na web, como gabarito para o ASN.

5. Resultados
5.1. Resultados no TEXAS Dataset (Inglés)

A Tabela|I|compara o desempenho dos diferentes métodos no conjunto de dados TEXAS.
O LLMAgentGrader, em ambas as configuragdes, demonstrou melhorias significativas em
relacdo ao trabalho anterior que utiliza GPT-4 ([Ferreira Mello et al. 2025]]). O RRProf
superou a abordagem com GPT-4 e também foi melhor que BERT para as métricas
reportadas, incluindo MAE (0,47 vs 0,59 do BERT) e RMSE (0,69 vs 1,02 do BERT). O
RRIA, utilizando respostas de referéncia geradas por 1A, ainda assim superou a abordagem
com GPT-4 em MAE (0,66 vs 1,02) e RMSE (0,93 vs 1,48), e apresentou um desempenho
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proximo ao do BERT em termos de MAE, embora com um RMSE ligeiramente inferior ao
BERT.

As métricas de correlacdo (Pearson’s r) e R? também foram consistentemente altas
para o LLMAgentGrader, especialmente com RRProf, indicando uma forte concordancia
e capacidade de explicacdo da variancia das notas. O percentual de acordo +0,5 foi de
77,68% para RRProf e 64,78% para RRIA.

Tabela 1. Resultados no TEXAS Dataset (Inglés). Escala de notas: 0-5. Baselines
de Ferreira Mello et al. (2025). Melhores resultados para o LLMAgentGrader
em negrito.

Método MAE RMSE Pearson’sr R? Acordo 0,5 (%)

GPT-4 (Ferreira Mello et al. (2025)) 1,02 1,48 - - -
BERT (Ferreira Mello et al. (2025)) 0,59 1,02 - - -

LLMAgentGrader (DeepSeek-Chat) com historico amostrado aleatoriamente
RRProf 047 0,69 0,82 0,62 77,68
RRIA 0,66 093 0,72 0,31 64,78

5.2. Resultados no conjunto de dados ASAG 2018 (Portugués)

A Tabela 2] apresenta os resultados para o conjunto de dados ASAG 2018. Neste conjunto
de dados em portugués, o LLMAgentGrader também superou a abordagem que utiliza
o GPT-4 ([Ferreira Mello et al. 2025]]) em ambas as configuragcdes. O RRIA apresentou
um MAE de 0,53 e RMSE de 0,76, enquanto o RRProf obteve MAE 0,56 e RMSE 0,79.
Ambos foram significativamente melhores que a abordagem com GPT-4 (MAE 1,23).
Contudo, o melhor modelo tradicional (BERT), conforme Ferreira Mello et al. (2025),
ainda manteve o melhor desempenho absoluto para este conjunto de dados (MAE 0,34,
RMSE 0,67).

Apesar disso, as métricas de correlacdo e R? para o LLMAgentGrader foram
elevados (Pearson’s r de 0,75 para ambos os experimentos), sugerindo que o modelo
apresenta desempenho estavel e confidvel frente a perturbacdes nos dados, e o percentual
de acordo £0,5 foi notavelmente alto, atingindo 78,06% para RRIA e 74,89% para RRProf,
indicando boa precisdo pratica. Diferente do conjunto de dados TEXAS, no ASAG 2018,
a geracao de respostas de referéncia por IA levou a um desempenho ligeiramente superior
em comparagao com o uso de respostas de referéncia dos professores.

Tabela 2. Resultados no conjunto de dados ASAG 2018 (Portugués). Escala de
notas: 0-3. Baselines de Ferreira Mello et al. (2025). Melhores resultados
para o LLMAgentGrader em negrito.

Método MAE RMSE Pearson’sr R? Acordo £0,5 (%)

GPT-4 (Ferreira Mello et al. (2025)) 1,23 1,72 - - -
BERT (Ferreira Mello et al. (2025)) 0,34 0,67 - - -

LLMAgentGrader (DeepSeek-Chat) com historico amostrado aleatoriamente
RRProf 0,56 0,79 0,75 0,44 74,89
RRIA 0,53 0,76 0,75 0,49 78,06
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5.3. Analise Qualitativa: Um Exemplo Pratico

Para ilustrar o processo de correcao, considere a seguinte questao do conjunto de dados
ASAG 2018: ”Qual a principal fun¢do das mitocondrias nas células?”. A resposta de
referéncia oficial é A principal funcdo € realizar a respiragdo celular, processo que produz
a maior parte da energia da célula na forma de ATP”.

Um aluno fornece a seguinte resposta: “ela faz a energia para a célula poder
funcionar”.

O fluxo de correcdao do LLMAgentGrader ocorre da seguinte forma:

1. O AECP processa ambas as respostas. Ele extrai o conceito da resposta do aluno
como “’produz energia para a célula”e da resposta de referéncia como respiragao
celular para produzir energia (ATP)”.

2. O ASN recebe esses conceitos. Ao compard-los, ele identifica uma alta similaridade
semantica (critério de 50%), mas nota que a completude € parcial, pois o termo-
chave “respiragao celular’nao foi mencionado (critério de 30%).

3. Contextualizado com exemplos few-shot do historico, onde respostas corretas mas
incompletas receberam notas parciais, o agente sugere uma nota de 2,0 (de uma
escala de 0 a 3), alinhando-se com o critério do avaliador humano. Este exemplo
evidencia como a decomposicao da tarefa permite uma avaliacdo mais granular do
que uma abordagem de agente tinico, que poderia focar apenas na palavra-chave
“energia”e atribuir uma nota maxima incorretamente.

5.4. Discussao

Os resultados indicam que a arquitetura multiagente LLMAgentGrader, utilizando
DeepSeek-Chat e few-shot learning dinamico, consistentemente superou a abordagem
com GPT-4 com engenharia de prompt [Ferreira Mello et al. 2025]] nos dois conjuntos de
dados. No conjunto de dados TEXAS, o LLMAgentGrader com respostas de referéncia
de professores também superou o modelo BERT tradicional. Este desempenho superior
sugere que a especializacdo de tarefas entre agentes e a contextualizacdo dindmica via
few-shot learning com histdrico sdo estratégias eficazes.

A geracao de respostas de referéncia por A mostrou-se uma alternativa, superando
a RRProf no ASAG 2018 e apresentando resultados no TEXAS superiores a abordagem
com GPT-4. Isso € promissor para a prética, reduzindo a dependéncia de gabaritos manuais.

As implicacdes para a prética docente sdo igualmente significativas. Ao automatizar
uma parcela consideravel do processo de correcdo, o LLMAgentGrader pode liberar os
professores de uma tarefa repetitiva e demorada, permitindo que dediquem mais tempo
a atividades pedagdgicas de maior impacto. Isso inclui o planejamento de aulas mais
interativas, o acompanhamento individualizado de alunos com dificuldades e a elaborag¢do
de feedbacks formativos mais detalhados e qualitativos. A ferramenta pode funcionar
como um assistente, oferecendo uma primeira avaliacdo e destacando conceitos em que a
turma apresenta dificuldades recorrentes. Dessa forma, o professor assume um papel mais
estratégico, utilizando os dados da avalia¢do para guiar suas intervenc¢des pedagdgicas e
promover uma aprendizagem mais profunda, em vez de apenas mensurar o resultado final.

Contudo, para uma interpretagdo completa destes achados, algumas considerac¢oes
sobre o escopo e a validade do estudo sdo necessarias. Os resultados, embora promissores,
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foram obtidos em dois conjuntos de dados especificos, e a sua generalizacdo externa
a outros contextos educacionais requer investigagdo adicional. Em relacdo a validade
de constructo, as métricas quantitativas podem nao capturar integralmente a qualidade
pedagodgica da correcdo. Por isso, € importante realizar experimentacdes em cendrios
reais para se validar a proposta com professores e alunos. Finalmente, a validade interna
pode ser influenciada pela escolha do LLLM e pela engenharia de prompts; a qualidade
da resposta pode variar, e diferentes estratégias de amostragem de histérico poderiam ter
impacto.

6. Limitacoes do Estudo

Apesar dos resultados promissores, este estudo possui limitagdes que devem ser consi-
deradas para uma interpretacdo completa dos achados. Primeiramente, a avaliacdo foi
conduzida em apenas dois conjuntos de dados publicos, TEXAS [Mohler et al. 2011]] e
ASAG 2018 [Galhardi et al. 2020]. Isso restringe a generalizagdo dos resultados para
outros contextos educacionais, como diferentes disciplinas, idiomas ou niveis de ensino.

Em segundo lugar, o ganho de desempenho observado em relacdo ao GPT-4 pode
ser atribuido tanto a arquitetura multiagente quanto ao LLM base (DeepSeek-Chat). O
desenho experimental atual ndo isola o impacto da arquitetura em si. Um estudo de ablagao,
comparando a abordagem multiagente com um agente unico usando o mesmo LLM, seria
necessario para quantificar o beneficio da modularizacao. Tal experimento constitui um
importante trabalho futuro.

Terceiro, a proposta atual nao incorpora um ciclo de validacdo humana (human-in-
the-loop). A geracdo de respostas de referéncia pelo AGRR e a inclusdo de correcdes no
histdrico para o few-shot learning dindmico se beneficiariam de uma verificacao por parte
do instrutor para garantir a qualidade e evitar a propagacao de erros no sistema.

Finalmente, como todo sistema baseado em LLMs, o LLMAgentGrader estd sujeito
a potenciais vieses presentes nos dados de treinamento do modelo subjacente, o que pode
influenciar a justica e a equidade das avaliacoes. A mitigacao desses vieses € um desafio
continuo na drea e um ponto de aten¢do para desenvolvimentos futuros.

7. Conclusao

Este artigo apresentou o LLMAgentGrader, um sistema multiagente baseado no DeepSeek-
Chat, projetado para a correcdo automatica de respostas curtas. Através de uma arquitetura
com agentes especializados e uma estratégia de few-shot learning dinamico informada por
um histdrico de corre¢des, o sistema demonstrou um desempenho superior em ASAG nos
conjuntos de dados TEXAS e ASAG 2018, quando comparado a abordagem com GPT-4
reportada por Ferreira Mello et al. (2025). Notavelmente, no conjunto de dados TEXAS, o
LLMAgentGrader superou até mesmo os modelos tradicionais de AM baseados em BERT.

As principais contribui¢des do trabalho residem no design da arquitetura multia-
gente, na implementacdo do few-shot learning dindamico com histérico amostrado, e na
capacidade de gerar respostas de referéncia por IA, inclusive com busca na web. Estes
resultados sugerem que arquiteturas de agentes inteligentes podem otimizar o uso de LLMs,
mesmo aqueles que ndo sdo os modelos proprietdrios de ponta, para tarefas complexas no
dominio educacional como o ASAG.
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Trabalhos futuros incluem a avalia¢do do sistema em outros conjuntos de dados
e contextos e a investigacdo do impacto de diferentes estratégias de amostragem de
histérico (como a baseada em quantis). Pretende-se também evoluir o sistema para realizar
uma avaliacdo mais completa e granular das respostas dos alunos, similar a correcdo de
ensaios (correcao de redagdes), fornecendo feedback para trechos especificos da resposta
e caracterizando-os como erro, acerto ou acerto parcial. Esta evolugdo serd explorada e
validada no contexto da plataforma da plataforma Tutor-IA (https://tutor-1a.com/), buscando
alinhar-se com funcionalidades avancgadas de feedback educacional. Adicionalmente, a
exploracdo de técnicas para mitigar potenciais vieses nos LLMs serd considerada. Espera-
se que o LLMAgentGrader possa contribuir para o avango de sistemas de avaliacdo mais
eficientes, precisos e capazes de fornecer feedback significativo.

Disponibilidade de Artefatos

Os conjuntos de dados utilizados neste estudo sdo ptiblicos e podem ser obtidos a partir das
referéncias originais: TEXAS [Mohler et al. 2011]] e ASAG 2018 [[Galhardi et al. 2020].
Detalhes conceituais sobre a implementagdo e os prompts dos agentes sao descritos na
Segdo [3]e Segdo M| (subsecdo sobre configuragio dos agentes). O cédigo-fonte especifico
desenvolvido para os experimentos e a geracdo dos resultados apresentados pode ser
disponibilizado para fins de revisdo por pares mediante solicitagdo direta aos autores,
respeitando-se os direitos de propriedade intelectual associados a plataforma Tutor-IA
(https://tutor-1a.com/).
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