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Abstract. Automatic Short Answer Grading (ASAG) aims to reduce human ef-
fort in large-scale educational assessments, but there is still limited research in
Brazilian Portuguese. This study compares three large language models (GPT-
4o0-mini, Sabiazinho-3, and Gemini 2.0-Flash) and analyzes the impact of seven
prompt engineering elements on their performance. Using a dataset in Brazi-
lian Portuguese, we evaluated all possible combinations of these elements. The
combination of few-shot examples with an explicit rubric proved most effec-
tive, step-by-step reasoning provided additional benefit specifically for GPT-40-
mini. Sabiazinho-3 showed the highest agreement with human raters, Gemini
2.0-Flash achieved the lowest mean absolute error but produced more halluci-
nations, and GPT-4o0-mini generated cleaner numerical outputs.

Resumo. A Correcdo Automdtica de Respostas Curtas (ASAG) busca reduzir
o esforco humano em avaliacées educacionais de larga escala, mas ainda hd
poucas investigacoes em portugués brasileiro. Este estudo compara trés gran-
des modelos de linguagem (GPT-40-mini, Sabiazinho-3 e Gemini 2.0-Flash) e
analisa o impacto de sete elementos de engenharia de prompt no desempenho
dos modelos. Com base em um conjunto de dados em portugués, avaliamos
todas as combinagoes possiveis desses elementos. A combinacdo de exemplos
few-shot com rubrica explicita foi a mais eficaz; o raciocinio passo a passo be-
neficiou especialmente o GPT-4o-mini. Sabiazinho-3 teve maior concorddncia
com humanos, Gemini 2.0-Flash obteve menor erro médio absoluto, mas com
mais alucinagoes, e 0 GPT-40-mini gerou saidas numéricas mais limpas.

1. Introducao

Avaliar as respostas dos estudantes € uma tarefa fundamental em contextos educacio-
nais, servindo como uma importante fonte de feedback que impacta significativamente

DOI: 10.5753/shie.2025.12705 887



X1V Congresso Brasileiro de Informética na Educacdo (CBIE 2025)
Anaisdo XXXVI Simpoésio Brasileiro de Informética na Educacdo (SBIE 2025)

os resultados de aprendizagem [Burrows et al. 2015]. Tradicionalmente, a avaliacdao
de questdes discursivas de resposta curta exige um esforco consideravel por parte dos
educadores, envolvendo avaliagcbes manuais, resultando em uma atividade dispendiosa
[ElNaka et al. 2021]. Esse desafio é particularmente evidente em cendrios com inimeros
estudantes, como em Cursos Online Abertos e Massivos (MOQOCs), ambientes de ensino
a distancia e avaliacOes padronizadas, nos quais a correcao rapida e eficaz € crucial, mas
€ dificil de ser alcancada devido ao alto volume de respostas [Piech et al. 2013].

A Corre¢cdao Automatica de Respostas Curtas (ASAG, do inglés Automatic Short
Answer Grading) surge como uma solucdo promissora para mitigar esses problemas, au-
tomatizando o processo de avaliacdo e proporcionando um retorno rapido e consistente
aos estudantes [Burrows et al. 2015]. Métodos de ASAG utilizam técnicas computacio-
nais para analisar respostas textuais, verificar sua equivaléncia semantica em relacio as
respostas esperadas e atribuir notas automaticamente [Siizen et al. 2020]. Essa aborda-
gem ndo s6 reduz significativamente a carga de trabalho dos educadores, como tem o
potencial para assegurar consisténcia e imparcialidade no processo avaliativo.

Os Modelos de Linguagem de Grande Escala (LLMs, do inglés Large Language
Models) sao sistemas de processamento de linguagem natural baseados em redes neurais
profundas, treinados em extensos conjuntos de dados [Zhuang et al. 2023]. Modelos an-
teriores, como o BERT e o Glove, dependiam de aprendizado por transferéncia e ajuste
fino para tarefas especificas, exigindo conhecimento técnico especializado. Diferente-
mente, os LLMs frequentemente conseguem generalizar melhor entre diferentes tarefas,
capturando padrdes semanticos e contextuais complexos. Essa capacidade analitica re-
finada permite que compreendam variagdes linguisticas, identifiquem nuances e inter-
pretem significados subjacentes nas respostas [Qin et al. 2024]. Porém, pesquisas de-
monstram que existe um aumento do potencial dessa tecnologia quando associada a agdes
como ajuste fino e engenharia de prompts, que adaptam modelos pré-treinados a dominios
ou tarefas especificas [Wei et al. 2021, Carpenter et al. 2024]. Nesse contexto, integrar
LLMs a ASAG pode ampliar significativamente a capacidade de compreensdo semantica
e avaliagcdo contextual dessas respostas.

Estudos recentes em lingua inglesa demonstram tanto o potencial quanto os de-
safios dos LLMs em ASAG. Por exemplo, [Chamieh et al. 2024] investigaram o uso
de modelos GPT e LLaMA em cendrios zero-shot e few-shot, comparando-os a mode-
los supervisionados tradicionais. Os resultados indicaram desempenho insatisfatorio das
LLMs, especialmente em perguntas que exigiam raciocinio complexo ou conhecimento
especifico de dominio. Por outro lado, [Grévisse 2024] aplicou a correcdo automatica
em um contexto educacional real, onde avaliou o0 GPT-4 e o Gemini 1.0 corrigindo 2.288
respostas de estudantes de cursos médicos, englobando trés idiomas diferentes. Apesar
desses avancos, a literatura ainda apresenta lacunas importantes. A predominancia de
experimentos em lingua inglesa, além da pouca investigacao sistematica sobre o impacto
de diferentes componentes de prompt, os custos de implantacdo e a andlise qualitativa
de erros sdo algumas lacunas. Buscando preencher essas lacunas, [Mello et al. 2025]
apresentam uma analise comparativa entre modelos tradicionais e o GPT-4, com foco es-
pecial em investigar como diferentes estratégias de engenharia de prompt podem otimizar
o desempenho dos LLLMs para a correcdo automadtica de respostas curtas em portugués
brasileiro, concluindo que esta abordagem € fundamental para o desempenho do modelo.
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Na mesma linha, porém em um estudo focado exclusivamente no portugués brasileiro,
[Mello et al. 2024] avaliaram sistematicamente 128 combinacdes de prompt, refor¢cando
a importancia de componentes como few-shot e justificativas na eficicia do ASAG em
lingua portuguesa.

Este trabalho visa investigar especificamente a aplicacdo de LLMs para ASAG no
contexto do portugués brasileiro. Foram avaliados os modelos: GPT40-mini, sabiazinho-
3 e Gemini 2.0-Flash, analisando suas capacidades de interpretar respostas textuais curtas
em portugués, sendo conduzidos experimentos com técnicas de engenharia de prompt
para otimizar o desempenho dos modelos, além de fazer uma andlise dos componentes
de prompt usados para a classificagao. Nosso objetivo € comparar quais modelos, espe-
cificamente abordagens e adaptacdes, sdo mais eficazes, contribuindo diretamente para o
desenvolvimento de solucdes automatizadas mais robustas e precisas no contexto educa-
cional brasileiro.

2. Fundamentacao Teérica

Este estudo tem como objetivo analisar diferentes LLMs para Classificagdo Automatica
de Respostas Curtas em um conjunto de dados em portugués brasileiro, considerando
também os componentes dos prompts utilizados. Nesse sentido, esta se¢do apresenta
uma contextualizacdo geral do ASAG e da engenharia de prompts. Em seguida, a se¢ao
apresenta trabalhos relacionados sobre aplicagdes de LLM para ASAG. Finalmente, apre-
sentamos as questdes de pesquisa que norteiam este estudo.

2.1. Correcao Automatica de Respostas Curtas

A Correcdo Automadtica de Respostas Curtas (ASAG, do inglés Automatic Short Answer
Grading) consiste em utilizar métodos de Processamento de Linguagem Natural (PLN) e
inteligéncia artificial para avaliar respostas discursivas breves de estudantes de forma au-
tomatica [Burrows et al. 2015]. Historicamente, solucdes tradicionais de ASAG utilizam
técnicas como comparagdo de similaridade textual, andlise de bag-of-words ou técnicas
de PLN para extrair termos-chave e padrdes de linguagem [Ripmiatin et al. 2024].

Ao longo das dltimas décadas, diversas abordagens técnicas foram desenvolvidas
para viabilizar o ASAG. Métodos baseados em similaridade textual e semantica foram pi-
oneiros. Por exemplo, [Mohler and Mihalcea 2009] exploraram medidas de similaridade
semantica (usando recursos como WordNet e LSA) para comparar a resposta do aluno
com a resposta de referéncia, alcancando correlacio de 0,50 entre o sistema e o humano,
em comparagdo a 0,64 de concordancia entre dois humanos.

Com o avan¢o do aprendizado profundo, o campo de ASAG passou por uma
evolugdo significativa. Modelos de word embeddings e redes neurais passaram a ser
empregados para capturar melhor o contexto e o significado das respostas de estudan-
tes [Ahmed et al. 2022]. Diversos estudos exploraram arquiteturas de redes neurais para
ASAG. [Camus and Filighera 2020] investigaram o uso de transformadores utilizando o
modelo BERT para pontuacdo automatica, enquanto [Sung et al. 2019] reportaram me-
lhorias no desempenho de tarefas de ASAG ao pré-treinar modelos do tipo transformer
em dados educacionais.

Além dos desafios que a propria tarefa de ASAG apresenta, outro ponto notdrio
¢ a escassez de pesquisas sobre sua aplicacdo e teste no contexto do portugués brasi-
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leiro [Galhardi et al. 2020]. A grande parte dos estudos e do desenvolvimento na drea de
ASAG concentra-se no idioma inglés [Burrows et al. 2015]. Como resultado, hd menos
conjuntos de dados prontos e disponiveis em portugués, menos modelos de linguagem
treinados para os detalhes especificos da educagdo no Brasil e poucos estudos que tratem
das caracteristicas proprias da lingua [Galhardi et al. 2018].

2.2. Modelos de Linguagem de Grande Escala

Os LLMs representam um avango significativo no campo do Processamento de Lingua-
gem Natural (PLN), pois sao baseados em arquiteturas de redes neurais profundas, como o
transformer, que empregam mecanismos de aten¢do para modelar dependéncias de longo
alcance em textos [ Vaswani et al. 2023]. Diferentemente das abordagens precedentes, que
exigiam pré-processamento extensivo e engenharia manual de caracteristicas, os LLMs
sdo treinados em regimes auto-supervisionados com grandes volumes de dados, desen-
volvendo assim representagdes contextuais robustas da linguagem [Zhao et al. 2025].

Para a ASAG, os LLMs oferecem oportunidades potenciais e significativas so-
bre as abordagens anteriores [Mello et al. 2025]. Sua profunda compreensdo semantica
permite avaliar respostas com base no significado, em vez de somente na forma lexical,
tornando-os mais aptos a reconhecer respostas corretas expressas de maneiras inesperadas
[Yan et al. 2024]. Além disso, muitos LLLMs demonstram fortes capacidades de aprendi-
zado em poucos exemplos (few-shot learning) ou mesmo sem exemplos (zero-shot le-
arning), podendo adaptar-se a novas tarefas de avaliagdo com instru¢cdes em linguagem
natural, sem a necessidade de grandes conjuntos de dados de treinamento especificos para
cada questdo. A capacidade de seguir instru¢des complexas e gerar ndo somente notas,
mas também justificativas ou feedback.

Mais recentemente, a emergente era dos LLMs influencia o panorama do ASAG.
LLMs como o GPT-3 e GPT-4, treinados em corpora massivos e capazes de compre-
ensdo contextual avancada, abriram caminho para abordagens baseadas em engenha-
ria de prompt ao invés de treinamento supervisionado tradicional [Mello et al. 2025,
Mello et al. 2024]. Por exemplo, estudos demonstraram que os modelos GPT-3.5 e GPT-
4 podem ser utilizados para avaliar respostas em finlandés com desempenho competi-
tivo com métodos anteriores, mesmo sem treinamento adicional especifico naquela lingua
[Chang and Ginter 2024].

Apesar do potencial transformador dos LLMs para tarefas de ASAG, sua adocao
ainda enfrenta limitacdes importantes. Diversos estudos evidenciam que, embora capazes
de alcancar desempenho competitivo, esses modelos podem apresentar inconsisténcias,
enviesamentos e uma propensao a geracao de respostas alucinatérias — ou seja, conteidos
plausiveis, mas incorretos ou irrelevantes para a tarefa [Xu et al. 2025, Bang et al. 2023].
Essa tendéncia € especialmente preocupante em cendrios educacionais, onde avaliagdes
automadticas exigem confiabilidade e transparéncia. Além disso, pesquisas evidenciam
que LLMs podem ser sensiveis a formulacdao dos prompts e a estrutura das instru¢oes
fornecidas, impactando diretamente a qualidade e a precisdo das respostas geradas
[Zhao et al. 2025, Mello et al. 2024].

2.3. Engenharia de prompt

A engenharia de prompt surgiu como uma disciplina essencial no uso de LLMs, espe-
cialmente com o avango das diversas arquiteturas [Khot et al. 2023]. Ela consiste na
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elaboracdo estratégica de entradas textuais visando induzir comportamentos, saidas e
formatacOes especificas no modelo [Liu et al. 2023]. Essa pratica se tornou especial-
mente relevante ao se observar que pequenas mudancgas na formulacdo de um prompt
podem impactar significativamente a qualidade, precisdo e utilidade das respostas gera-
das [Karmaker Santu and Feng 2023].

O propésito da engenharia de prompt é, portanto, maximizar o desempe-
nho dos modelos sem a necessidade de ajustes nos parametros internos. Isso é
alcangado por meio de diversas técnicas que buscam aprimorar o desempenho de LLMs
[Karmaker Santu and Feng 2023]. Entre elas estdo few-shot prompting, que apresenta
exemplos de entrada—saida como referéncia; instrucdes detalhadas, listando claramente
objetivos e critérios [Carpenter et al. 2024]; chain-of-thought, que exige raciocinio em
etapas antes da resposta final [Wei et al. 2022]; definicdo de persona, atribuindo ao
modelo um papel especifico para guiar o tom e o rigor; e decomposicdo modular de
tarefas, que divide problemas complexos em sub-tarefas resolvidas sequencialmente
[Khot et al. 2023].

Pesquisas recentes em ASAG confirmam o peso da engenharia de prompt.
[Mello et al. 2024] avaliaram 128 varia¢des de prompt em portugués com GPT-3.5 e GPT-
4 e descobriram que inserir um “tempo para pensar’ e exigir justificativa da nota ele-
vou sistematicamente o desempenho, com o GPT-4 superando o GPT-3.5 quando guiado
por prompts bem estruturados. Em estudo semelhante, [Chang and Ginter 2024 ] mostra-
ram que, no ChatGPT, a inclusdo de um exemplo esperado aliado a instrugdes claras de
formato aumentou a concordancia com avaliadores humanos em finlandés, superando a
configuracdo zero-shot. Em conjunto, esses achados evidenciam que componentes como
exemplos, instrugdes precisas e raciocinio explicito

Vale notar, por fim, consideragdes especificas sobre a lingua portuguesa na enge-
nharia de prompt. Como muitos LLLMs foram treinados predominantemente em inglés,
a efetividade dos prompts em portugués depende ndo sé das técnicas mencionadas, mas
também de ajustes linguisticos [Freitag and Gois 2024]. Pesquisas recentes supriram a
falta de estudos focados nesse contexto, onde forneceram diretrizes valiosas para elaborar
prompts eficazes em portugués brasileiro, demonstrando na pratica quais componentes
do prompt mais contribuem para melhorar a acuricia da corre¢do automética no idioma
[Mello et al. 2025]

2.4. Questoes de Pesquisa

Mesmo com avangos considerdveis na ultima década, a literatura sobre ASAG ainda apre-
senta lacunas importantes, sobretudo quando se trata de (i) compreender, de forma sis-
tematica, quais elementos de prompt mais impactam o desempenho de LLMs na tarefa
e (ii) comparar o desempenho entre multiplos LLMs quando avaliados em respostas em
portugués brasileiro. Pesquisas anteriores em portugués brasileiro t€ém se limitado, em
geral, a um tnico modelo de referéncia, como o GPT-4, deixando em aberto o quanto
as arquiteturas distintas, incluindo modelos nativos para a lingua, podem contribuir para
a tarefa de ASAG. Com esses desafios em vista, formulamos as seguintes questdes de
pesquisa:

Questao de Pesquisa 1 (QP1): Qual o desempenho de diferentes modelos de LLMs no
contexto de ASAG para portugués brasileiro?
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Questao de Pesquisa 2 (QP2): Qudo suscetiveis esses modelos sdo a geracdo de
alucinacées durante a tarefa de ASAG?

Questao de Pesquisa 3 (QP3): Quais componentes especificos do design de prompt po-
dem aumentar a efetividade de LLMs quando aplicados a ASAG?

Embora pesquisas recentes ja tenham comparado GPT-3.5, GPT-4 e modelos open-source
em linguas distintas [Chang and Ginter 2024], faltam investigacdes focadas em portugués
brasileiro. Por sua vez, investigacdes em portugués brasileiro sdo limitadas aos modelos
GPT [Mello et al. 2024, Mello et al. 2025]. As QPs 1 e 2, portanto, pretendem mensurar
a qualidade dos modelos com arquiteturas e tamanhos diferentes quando expostos a tarefa
de atribuir notas objetivas a respostas dissertativas curtas. Assim, assas questdes sao
complementares: QP3 foca na engenharia de prompt, enquanto QP2 e QP1 examina a
variagdo inerente as proprias arquiteturas de LLM.

3. Metodologia

3.1. Dataset

O conjunto de dados utilizado neste estudo, denominado PT_ASAG, foi proposto por
[Galhardi et al. 2020]. Ele € composto por 7.473 respostas textuais curtas fornecidas por
659 estudantes em resposta a 15 questdes de Biologia, todas formuladas em portugués
brasileiro. Neste conjunto, 14 estudantes de graduagcdo em Biologia avaliaram as respos-
tas utilizando uma escala predefinida. Cada resposta foi avaliada por pelo menos dois
estudantes, alcancando um indice de concordancia entre os avaliadores de 0,43 segundo a
estatistica kappa de Cohen.

Assim como em [Mello et al. 2024], aplicamos aproximadamente 30% do volume
de dados original, correspondendo a cerca de 2.641 respostas (Tabela 1). Essa abordagem
teve como objetivo otimizar a viabilidade computacional para andlises exploratdrias e
testes intensivos de engenharia de prompts, a0 mesmo tempo que assegurou representati-
vidade suficiente para inferir sobre o desempenho dos modelos na tarefa proposta.

Tabela 1. Estatisticas do conjunto de dados utilizado

Dados totais Dados usados

Questdes 15 15
Respostas 7.473 2.641

3.2. Modelos de LLM

Para investigar o desempenho da Correcao Automética de Respostas Curtas em portugués,
selecionamos trés LLMs cujos perfis se complementam tanto em arquitetura quanto em
contexto de uso:

* GPT.40-mini-2024-07-18 (OpenAl)!, escolhido por ji possuir estudos prévios
aplicados a ASAG, o que viabiliza comparagdes diretas com a literatura. A va-
riante mini mantém o nicleo de raciocinio avancado do GPT-40 completo, in-
cluindo atencdo a multiplas modalidades e janela de contexto estendida, porém a
um custo computacional mais baixo, fator importante para experimentos repetidos
[Brown et al. 2020].

"https://platform.openai.com/
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« Sabiazinho-3 (Maritaca AI)?, representa a vertente nacional, por ser um mo-
delo treinado e afinado em bases predominantemente em portugués brasileiro.
Tal especializacdo tende a captar nuances linguisticas e culturais que impactam
a atribuic@o de notas em respostas escritas em portugués, além de oferecer menor
custo por token [Abonizio et al. 2025b].

e Gemini 2.0-Flash (Google DeepMind)?, incluido como contraponto leve
(flash) para escalonar testes em larga escala. Embora tenha menos recur-
sos multimodais, ele combina janela de contexto ampla com inferéncia rapida
e econdOmica, facilitando a execucdo de centenas de prompts em paralelo
[Imran and Almusharraf 2024].

Todas as requisi¢des foram realizadas via API, mantendo o parametro temperature
= 0,0, com exce¢do do sabiazinho-3 que foram mantidos os parametros como recomen-
dados na documentacdo. Com isso, foi possivel eliminar incertezas e focar na capacidade
de avaliacao objetiva. O nimero maximo de tokens foi restringido ao intervalo de 5, pois
o objetivo era coletar exclusivamente a nota atribuida, sem texto explicativo. Os valores
dos parametros foram obtidos via testes empiricos, conforme a Tabela 2.

Tabela 2. Parametros de inferéncia empregados em cada LLM

Modelo Temperatura Max. Tokens
GPT-40-mini 0,0 5
Sabiazinho-3 0,9 5
Gemini 2.0-Flash 0,0 5

3.3. Engenharia de Prompt

Para investigar de forma sistemaética o efeito da engenharia de prompt no desempenho
dos LLMs em tarefas de correcdo automdtica de respostas curtas, adotamos uma abor-
dagem baseada em composicdo-decomposi¢ao modular dos prompts [Mello et al. 2025].
Aderimos também a medidas e préticas recomendadas na literatura [White et al. 2023].
Primeiramente, definimos dois elementos fixos presentes em todas as instrugdes: (i) a
Instrucdo, que descreve a escala de avaliagdo e o objetivo da tarefa, e (ii) o Formato de
Saida, que determina que o modelo devolva somente a nota final [Giray 2023]. Outras
estratégias incluem permitir que o modelo “pense” antes de responder [Khot et al. 2023];
atribuir ao modelo um papel ou persona especifica para orientar sua geracdao de texto;
apresentar exemplos de interacdes corretas (few-shot), fornecer informacgdes adicionais
ou contexto suplementar [Wei et al. 2022], entre outras abordagens.

Visando maximizar a acurdcia dos LLMs na tarefa de correcdo, foi conduzida
uma investigacdo sistematica sobre a formulagdo do prompt de instru¢do. Uma estrutura
de prompt base foi decomposta em sete componentes modulares independentes, com dois
componentes sendo obrigatorios, sendo eles a Instru¢do e a saida. Cada componente
representa um elemento potencial da instrucdo, conforme a tabela 3.

Para determinar a configuracdo de prompt mais eficaz para cada modelo, foram
geradas e testadas todas as 128 (27) combinagdes possiveis, resultantes da inclusdo ou

’https://plataforma.maritaca.ai/
Shttps://ai.google.dev/
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Tabela 3. Descricao dos componentes de prompt

Componentes Texto em portugués

instrucao Avalie a resposta dos alunos numa escala de 0 (completa-
mente errado) a 3 (resposta perfeita).

contexto Voce esta corrigindo uma atividade do ensino médio.

papel Assuma o papel de um professor de ensino médio.

tempo para pensar Pense passo a passo.

passo a passo Siga os seguintes passos: 1. formule a sua resposta para

a pergunta. 2. verifique se todos os itens relevantes que
vocé identificou estdo na resposta do aluno. 3. elabore um
racional para justificar a qualidade da resposta do aluno. 4.
Compare a sua resposta e o seu racional com a do aluno
para dar a nota final.

Jfew-shot Utilize o exemplo abaixo de resposta correta na sua
correcao Questdo: question_instructor Resposta:
answer_instructor.

rubrica A nota final deve avaliar se o contetdo foi respondido na
sua corre¢ao.

Jjustificativa Raciocine sobre a justificativa para sua avaliagdo expli-
cando suas decisoOes para a nota final.

saida O resultado deve ser apenas a nota final: 0, 1, 2 ou 3.

exclusdo de cada um dos sete componentes. Cada combinacao formou um prompt final
distinto, que foi entdo utilizado para instruir os LLMs a avaliar as respostas curtas do
conjunto de dados.

3.4. Avaliacao

A validag¢do dos modelos foi estruturada em trés métricas complementares, o Coeficiente
de Concordancia de Cohen (k), Erro Médio Absoluto (MAE) e Erro Quadratico Médio
(RMSE) de modo a analisar tanto a consisténcia qualitativa quanto a precisdo quanti-
tativa dos resultados. O Coeficiente k quantifica o acordo entre as notas geradas pelos
modelos e aquelas atribuidas por avaliadores humanos, ajustando-se pela concordancia
aleatdria e, assim, fornecendo uma medida robusta de confiabilidade interavaliador; valo-
res mais elevados de x sinalizam maior consisténcia do modelo em replicar o julgamento
humano [Fleiss et al. 1969]. Por sua vez, o MAE reflete a discrepancia média absoluta en-
tre predi¢do e referéncia, oferecendo uma interpretacao direta do erro médio sem penalizar
desproporcionalmente desvios extremos [Zhao et al. 2017]. Por fim, o RMSE acentua os
maiores erros ao elevar ao quadrado as diferencas individuais, revelando até que ponto
erros atipicos podem comprometer a robustez do resultado [Zhao et al. 2017].

Para responder as questdes de pesquisa 1 e 3, aplicaram-se as trés métricas de
maneira independente a cada modelo e configura¢io de prompt remanescente, permitindo
comparar ndo apenas o desempenho absoluto dos modelos, mas também aprofundar a
andlise de impactos individuais de cada elemento de prompting. Assim, foi elaborado um
ranking dos componentes dos prompts. Nesse processo, cada combinagdo dos componen-
tes foi avaliada isoladamente pelo nivel de x, MAE e RMSE. A partir dessas combinacoes,
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definiram-se trés faixas de relevancia: Top-5, Top-10 e Top-20. Com isso, foi possivel
identificar tendéncias entre os componentes mais prevalentes nos elementos de prompts
de maior pontuagdo.

Para responder a questio de pesquisa 2, foi avaliado quantas vezes as arquiteturas
de LLM apresentaram a geracao de texto ndo-numérico em resposta aos prompts que de-
veriam produzir somente uma nota [Rawte et al. 2023, Xu et al. 2025], caracterizando as
alucinagOes neste caso. Para assegurar a relevancia estatistica das métricas, estabeleceu-
se como critério de condi¢do que cada configuracdo de prompt admitisse no maximo
25% de alucinacdes. A adocdo do corte em 25% mantém o poder estatistico suficiente,
preservando pelo menos trés quartos das respostas em cada condi¢do experimental para
calculos confidveis do x, MAE e RMSE [Warneke et al. 2025]. Dessa forma, equilibra-se
a necessidade de representatividade e a integridade dos resultados, impedindo que falhas
de interpretacdo isoladas comprometam as conclusdes sobre a eficdcia das diferentes es-
tratégias de engenharia de prompt.

4. Resultados

4.1. QP1: Em que medidas e como desempenham os distintos modelos de LLMs no
contexto de ASAG?

Entre os prompts em que os modelos alcangaram maior concordancia categdrica com o
avaliador humano, o sabiazinho-3 destacou-se. Alcancando um x médio de 0,50, variando
de 0,49 a 0,50, sabiazinho-3 foi superior aos demais. Esse valor indica que, sob condi¢des
ideais de prompt, ele é o modelo que mais se alinha as decisdes humanas. Embora nao
lidere no MAE e RMSE o sabiazinho-3, ainda possui a melhor média de MAE 0,49,
variando de 0,38 a 0,40, sugerindo que, além de classificar corretamente a maioria das
categorias, quando erra, o desvio tende a ser menos acentuado.

Por sua vez, o Gemini 2.0-Flash aproxima-se do desempenho do sabiazinho-3,
alcancando x = 0,49 com somente ‘“‘contexto + rubrica” ou “contexto + papel + rubrica”,
porém com ligeiro ganho em precisao numérica (MAE = 0,37; RMSE = 0,68) frente ao
modelo em portugués brasileiro. Por fim, o GPT-40-mini figura agora na terceira posi¢ao,
com x variando de 0,37 a 0,41. Seus melhores resultados surgem quando combinamos
raciocinio guiado (“‘tempo para pensar + passo a passo’’) a exemplos few-shot e rubrica.

4.2. QP2: Quao suscetiveis esses mesmos modelos sao a geracao de alucinagoes
durante a tarefa?

A Tabela 5 revela um quadro do nivel de alucinagdo de cada LLM na tarefa de ASAG.
O GPT-40-mini se destaca por quase nao apresentar alucinacdes, produzindo em média
0,76% de linhas alucinatdrias por configuracdo de prompt. Assim, nenhuma configuracao
precisou ser descartada. O sabiazinho-3, embora apresente uma média de alucinacio
maior por prompt (8,30%), ainda opera confortavelmente abaixo do limite de 25% ado-
tado como corte neste estudo. Ja o Gemini 2.0-Flash destaca-se negativamente, alucinado
em média quase metade das linhas (48,5%) operando muito acima do limite estipulado,
assim, exigindo a exclusdo de 76 linhas que superaram este limite. Entre as linhas descar-
tadas, observamos trechos como “Vamos analisar. ..”, “Analisando...” ou “Para aval...”,
saidas discursivas que fogem inteiramente do formato numérico esperado e ilustram como
respostas verbosas que contaminam a métrica. Esses resultados sugerem que, a0 menos
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Tabela 4. Desempenho de diferentes combinacoes de componentes de prompt

Componentes do Prompt Modelo k MAE RMSE
few-shot + justificativa sabiazinho-3 0,50 0,38 0,71
Jfew-shot + rubrica + justificativa sabiazinho-3 0,50 0,38 0,71
contexto + few-shot + rubrica sabiazinho-3 0,49 0,40 0,75

papel + tempo para pensar + few-shot + sabiazinho-3 0,49 0,39 0,71
rubrica + justificativa

contexto + papel + few-shot + rubrica sabiazinho-3 0,49 0,39 0,72
tempo para pensar + passo a passo + few- GPT4o 0,41 0,50 0,86
shot + rubrica

tempo para pensar + passo a passo + few- GPT4o 0,39 049 0,86
shot + rubrica + justificativa

contexto + tempo para pensar + passo a GPT4o 0,38 0,54 0,93
passo + few-shot + rubrica

tempo para pensar + passo a passo + few- GPT4o 0,37 0,51 0,89
shot + justificativa

papel + tempo para pensar + passo a passo GPT4o 0,37 0,57 0,98
+ few-shot + rubrica

contexto + papel + rubrica Gemini2.0-Flash 0,49 0,37 0,68
contexto + rubrica Gemini2.0-Flash 0,49 0,37 0,68
rubrica Gemini2.0-Flash 0,48 0,41 0,73

contexto + passo a passo + few-shot + ru- Gemini2.0-Flash 0,46 0,45 0,83
brica
papel + rubrica Gemini2.0-Flash 0,46 0,41 0,72

para este experimento, versdes “flash” que priorizam laténcia e economia de tokens po-
dem sacrificar a fidelidade das respostas.

Tabela 5. Média de alucinag6es (MA) e quantidade de configuragées de prompt
(QC) removidas dos experimentos para cada modelo.

Modelo MA QC
GPT40-mini 0,76% 0O
sabiazinho-3 8.30% 17

Gemini 2.0-Flash  48.50% 76

4.3. QP3: Quais componentes especificos do design de prompt podem aumentar a
efetividade de LLLMs quando aplicados a ASAG?

A Tabela 6 contabiliza quantas vezes cada componente aparece entre os Top-5, Top-10
e Top-20 prompts de maior x para cada modelo. Destaca-se que few-shot estd presente
em quase todas as ocorréncias dos trés modelos configuragdes que explicitam os critérios
de avaliacdo por meio da rubrica encontram-se de maneira predominante entre os Top-
10 de cada modelo. O padrao passo a passo destaca-se no GPT-4o-mini (13 ocorréncias
no Top-20) mas é marginal no Gemini 2.0-Flash, enquanto ndo aparece no sabiazinho-3.
Em contraste, o componente papel, concebido para situar 0 modelo em uma determinada
persona, manifesta impacto marginal na maior parte dos cendrios.
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Tabela 6. Contagem de ocorréncia de componentes nos Top-5 (T5), Top-10 (T10)
e Top-20 (T20) para cada modelo.

Componente GPT40-mini  Gemini2.0-flash  sabiazinho-3
TS T10 T20 TS T10 T20 TS T10 T20
contexto 1 4 9 3 5 10 2 4 12
few-shot 5 10 19 1 3 13 5 10 20
passo a passo 5 6 13 1 1 3 0 0 0
rubrica 4 9 18 5 8 14 4 9 14
justificativa 3 3 7 0 0 2 3 5 9
papel 1 2 7 2 4 5 2 5 9
tempo para pensar 5 8 14 0 1 5 1 2 8

5. Discussao

Os resultados obtidos neste estudo elucidam dois eixos centrais: (i) a relevancia de como
se formula o prompt para tarefas de ASAG e (ii) o comportamento de diferentes arquite-
turas de LLM diante de métricas distintas de avaliagao.

Os achados deste estudo destacam, a importancia critica da engenharia de prompt
para o desempenho de LLMs em tarefas de ASAG. A andlise da frequéncia dos com-
ponentes nos prompts mais eficazes (Tabela 6) revela que a combinacdo de few-shot e
rubrica se estabelece como fator determinante para maximizar a concordancia com ava-
liadores humanos. Esses elementos fornecem, respectivamente, exemplos concretos de
respostas corretamente avaliadas e um guia normativo explicito dos critérios de correcao.
O few-shot circunscreve o espaco de possiveis rétulos, e ao explicitar os requisitos de
cada categoria de nota, a rubrica ancora o raciocinio do LLM em expectativas objeti-
vas, limitando interpretacdes subjetivas [Carpenter et al. 2024]. Em contraste, o compo-
nente papel mostrou impacto marginal em quase todas as configuragdes, sugerindo que
personificacdes isoladas ndo sdo suficientes para melhorar a qualidade de correcdao quando
nao apoiadas por instrucdes e critérios claros.

Do ponto de vista comparativo entre modelos (QP1), o sabiazinho-3 exibiu o
maior £ médio de 0,49 (mdximo de 0,50) e em média a menor dispersdao de notas, in-
dicando elevada consisténcia categdrica e baixa propensdo a erros extremos. Esse com-
portamento ratifica a hipdtese de que o modelo ser treinado para portugués brasileiro
confere vantagens decisivas em tarefas ligadas a texto académico na lingua portuguesa,
ainda que o modelo opere com menos parametros do que seus concorrentes globais
[Abonizio et al. 2025a]. O Gemini 2.0-Flash, por sua vez, atingiu os melhores valores
médios de MAE, aproximadamente 0,37, sinalizando boa precisao absoluta, mas oscilou
mais em ~. J4 o GPT-40-mini manteve desempenho intermedidrio em ambas as métricas.
Por outro lado, o destaque ao GPT-40 reside em sua robustez contra alucinagdes compa-
rado ao sabiazinho-3 e, principalmente, Gemini.

Nesse contexto, este estudo converge com a literatura ao expandir trabalhos ante-
riores, reafirmando que a combinagdo de exemplos few-shot e instrugdes explicitas de ru-
brica constitui o nicleo das estratégias de engenharia de prompt mais eficazes para ASAG
[Mello et al. 2024]. Nossa investiga¢do demonstra que essa abordagem dupla maximiza
a concordancia com avaliadores humanos. Nossos melhores resultados, obtidos com o
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modelo sabiazinho-3, apresentaram um coeficiente « de 0,49 valor compativel com os re-
sultados da literatura no conjunto de dados PT_ASAG [Galhardi et al. 2020], que também
reporta um ~ médio de 0,49. Por outro lado, nossos melhores desempenhos em MAE,
alcangados com o sabiazinho-3 e Gemini 2.0-Flash (MAE médio de 0,38 e 0,40, respecti-
vamente), superam resultados de trabalhos recentes que utilizam modelos cldssicos, como
variantes de TF-IDF, que obtém um MAE médio de 0,42 [Mello et al. 2025]. Além disso,
os resultados indicam que variagdes de prompting como passo a passo ou time-to-think
apresentam impacto dependente da arquitetura do modelo e do idioma [Mello et al. 2024].

Com isso, este artigo se distingue dos estudos antecessores por frentes comple-
mentares. Primeiro, ele amplia o escopo de andlise ao comparar diretamente trés arquite-
turas de LLM (GPT-40-mini, Sabiazinho-3 e Gemini 2.0-Flash), enquanto investigagdes
prévias em portugués brasileiro focavam quase exclusivamente em variantes do GPT.
Porém, ainda hé necessidade de pesquisas em torno das LLLMs para que possam ser apli-
cadas de forma eficaz na classificacdo automatica de respostas curtas.

6. Limitacoes e trabalhos futuros

Embora os resultados desta investigacdo oferecam evidéncias promissoras sobre o uso de
LLMs para ASAG em portugués brasileiro, € importante reconhecer alguns fatores que
restringem o seu escopo. Em primeiro lugar, a andlise utilizou aproximadamente 30%
do conjunto original para tornar os testes de engenharia de prompts viaveis em tempo
e financeiramente. Essa amostragem, ainda que supere em nimero alguns conjuntos da
literatura, é limitada ao dominio de Biologia de nivel médio, deixando em aberto o de-
sempenho em outras disciplinas, faixas etdrias ou estilos de escrita.

Apesar dos nossos resultados positivos, observamos taxas de alucinacdo superio-
res a 25% em algumas combinagdes de prompts um fendmeno amplamente documentado
como limitagdo intrinseca dos LLMs [Xu et al. 2025]. Nosso critério de corte mitigou o
impacto desses casos sobre as métricas, mas refor¢ca a necessidade de validagdo automa-
tizada da saida antes de adocdo em cendrios de alto risco educativo. Trabalhos futuros
deveriam explorar melhores pardmetros para a chamada da API, bem como técnicas de
pOs-processamento de prompts, validacdo automatica de saida e abordagens hibridas, vi-
sando reduzir ainda mais a incidéncia de alucinagdes e melhorar a robustez geral dos
sistemas de ASAG em portugués brasileiro.

Outro ponto limitador reside no cardter estatico dos prompts utilizados. Embora
tenhamos testado 128 combinacdes, todas assumem um cendrio de correcdo em que o
modelo recebe a pergunta e devolve a nota sem interagdo posterior. Isso contrasta com
situacdes auténticas de sala de aula, nas quais o professor pode solicitar justificativas,
refutagdes ou sugestdes de melhoria. Investigacdes futuras poderiam explorar esquemas
multi-turn, nos quais o LLM revisa sua nota apds contra-argumentos do aluno, além de
comparar estratégias puramente de engenharia de prompt com abordagens de aprendi-
zado supervisionado ou de geracdo aumentada de recuperacdo. Essas linhas de pesquisa
permitiriam aferir se a combinacao de feedback iterativo e adaptagdo de dominio reduz a
incidéncia de alucinac¢des, a0 mesmo tempo, em que melhora a transparéncia e a utilidade
pedagdgica.
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7. Disponibilidade de Artefatos

Os artefatos deste estudo sdao disponibilizados através de contato aos autores correspon-
dentes.
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