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Abstract. The popularization of LLMs (Large Language Models) in people’s
daily lives is becoming increasingly evident. Technology students with basic
knowledge and internet access can consult them to support their learning. In
Computer Science, computer networks are a fundamental topic, as they under-
pin all the infrastructure of today’s digital world. The aim of this study is to
analyze responses from LLMs regarding introductory and fundamental topics in
computer networks. To this end, questions covering these topics were submitted
to four different LLMs. Original multiple-choice questions, a rewritten multiple-
choice version, and an essay-type version were used. The results showed that
the overall accuracy rate of the LLMs was equal to or higher than 97.5%.

Resumo. A popularizacdo dos LLMs (Large Language Models) no cotidiano
das pessoas se mostra cada vez maior. Estudantes de tecnologia com nivel
bdsico de conhecimento e acesso a internet podem consultd-los para auxiliar em
seu aprendizado. Na Computacdo, as redes de computadores sdo um assunto
fundamental, pois alicercam toda a infraestrutura do mundo digital atual. O
objetivo deste trabalho é analisar respostas obtidas de LLMs em relagdo a as-
suntos introdutorios e fundamentais das redes de computadores. Para isso, fo-
ram submetidas a quatro diferentes LLMs questoes que abordam esses assuntos.
Foram utilizadas questoes objetivas originais, uma versdo objetiva reescrita e
uma versdo dissertativa. Os resultados mostraram que a taxa de acertos geral
dos LLMs ficou igual ou superior a 97,5%.

1. Introducao

Os LLMs (Large Language Models), desde o lancamento do ChatGPT ao publico em
geral, podem ser utilizados para diversos fins. Devido a facilidade de uso, uma vez que
podem ser utilizados por meio da linguagem natural, ndo ha barreira para que estudantes
de tecnologia possam consulti-los sobre qualquer assunto.

Entre os fins para os quais os LLMs estdo sendo utilizados, estd a Educacao
[Marques and Morandini 2024] e, atualmente, € discutido e analisado o impacto dos
LLMs no processo educativo, em diferentes niveis [Soares et al. 2023]. O uso dos LLMs
para aprender € especialmente delicado em relacdo aqueles estudantes iniciantes no as-
sunto alvo da aprendizagem, pois € sabido que essas ferramentas podem cometer erros e
gerar informagdes equivocadas, levando pessoas que ndo possuem experiéncia nos assun-
tos consultados a considerarem as respostas como corretas, sem questionamentos.
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Dentre os assuntos fundamentais da drea de tecnologia, pode-se citar as redes de
computadores [Kurose and Ross 2021], as quais sdo a base para toda a infraestrutura tec-
noldgica que existe atualmente. O seu entendimento, tanto da parte tedrica quanto da
pratica, é considerado um tépico basico na trajetéria formativa de estudantes em cursos
de tecnologia, os quais, no geral, possuem disciplinas sobre esse assunto em suas gra-
des curriculares. Ha, inclusive, cursos em diferentes niveis de educag¢do nos quais o foco
principal € as redes de computadores, tais como cursos de Tecnologia em Redes de Com-
putadores e similares.

Como qualquer outro assunto atual, estudantes iniciantes na drea de redes de com-
putadores naturalmente utilizam e utilizardo os LLMs para sanarem duvidas, resolverem
questdes e aprenderem sobre esse assunto. Portanto, € importante que seja testado o re-
pertorio dos LLMs em relagdo a esse conteudo. Desta forma, este trabalho tem como
objetivo analisar as respostas geradas por quatro dos principais LLMs atuais a respeito de
tépicos considerados bdsicos da drea de redes de computadores. Para os testes, realizados
no periodo de maio a junho de 2025, foram utilizadas as versoes gratuitas disponiveis para
o publico dos seguintes LL.Ms: ChatGPT (da OpenAl), Copilot (da Microsoft), DeepSeek
(da propria DeepSeek) e o Gemini (da Google).

Inicialmente, foram definidos alguns tépicos da drea de redes de computadores
considerados basicos e, a partir desses topicos, foram definidas questdes relacionadas a
cada um deles, e essas foram submetidas aos LLMs. As questdes utilizadas foram obti-
das de provas de concursos publicos para drea de tecnologia, sendo consideradas apenas
aquelas que envolviam a drea de redes de computadores. As questdes utilizadas eram to-
das objetivas e, para andlise a respeito do desempenho dos LL.Ms, foram utilizadas de trés
formas: em sua forma original, assim como obtidas em suas fontes; de forma objetiva,
porém reescritas, sem alteracao de sentido e contetiido; e reescritas para um versao que
exige uma resposta dissertativa. Essa variagao foi feita para analisar se o comportamento
dos LLMs ¢€ alterado, caso as questdes também sejam alteradas.

Portanto, o objetivo principal é analisar a qualidade das respostas dos diferentes
LLMs em relagdo aos topicos basicos das redes de computadores, principalmente consi-
derando que esses podem ser usados por alunos iniciantes, que ndo possuem experiéncia
em relacdo a esse contetdo.

Este artigo estd organizado da seguinte forma: na Secdo 2 € apresentada a
fundamentagdo tedrica do trabalho; na Secdo 2.1 sdo apresentados trabalhos encontra-
dos na literatura que sao relacionados com este; na Secao 3 toda a metodologia utilizada
no trabalho € explicada, inclusive todos os passos em relacdo aos testes realizados; na
Secdo 4 sdo descritos os testes realizados, assim como os resultados obtidos; na Secdo
4.1 € apresentada uma discussdo a respeito dos resultados; na Secdo 5 sdo apresentadas
as limitagdes da pesquisa e os trabalhos futuros e na Sec¢do 6 o trabalho € concluido.

2. Fundamentacao Teérica

Os LLMs sao modelos estatisticos de grande escala que, ap6s o langamento do ChatGPT
ao publico em geral, t€ém sido amplamente utilizados por usudrios para consultas de di-
versos tipos [Minaee et al. 2025]. O diferencial crucial dos LLMs € a possibilidade de
utilizd-los por meio de linguagem natural, o que permite que, mesmo Usudrios sem co-
nhecimento técnico, possam utiliza-los.
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Uma vez que os LLMs s@o considerados inteligéncias artificiais generativas, ou
seja, nao sdo especializados em nenhum assunto especifico, € possivel utiliza-los para
consultar sobre qualquer assunto e qualquer motivo, inclusive, para aprender. Entretanto,
o uso dos LLLMs na Educacao é um assunto discutido atualmente, por varios motivos, tais
como a geracao de informagdes erradas, que devem ser checadas, questdes sobre plagio e
integridade académica, entre outros [Lo 2023].

Atualmente, existem diversos LLMs disponiveis para uso, de forma gratuita.
Neste trabalho foram utilizados quatro deles: ChatGPT, Copilot, DeepSeek e Gemini,
que sao apresentados a seguir.

O ChatGPT, segundo a sua desenvolvedora OpenAl, € um servico online de in-
teligéncia artificial que pode ser utilizado para diversas tarefas. Esta ferramenta é capaz
de processar e responder os prompts fornecidos pelo usudrio, devido a um processo de
aprendizagem, no qual o ChatGPT é submetido a um grande volume de dados. O modelo
¢ capaz de reconhecer padrdes nos textos analisados e completar frases, baseando-se na
previsdo da proxima palavra mais provavel [OpenAl 2025]. O ChatGPT foi escolhido
para ser usado neste trabalho, uma vez que foi o primeiro a se tornar publico para uso.

O Copilot, segundo a sua desenvolvedora Microsoft, € um assistente conversaci-
onal que faz uso de inteligéncia artificial para aumentar a produtividade e automatizar
tarefas. Esse assistente é projetado para adaptar-se as necessidades do usudrio, forne-
cendo respostas mais adequadas ao seu contexto. Além disso, o Copilot possui integragdo
com aplicativos do Microsoft 365, permitindo que o modelo auxilie em projetos no Word,
Excel, PowerPoint, Teams, entre outros [Microsoft 2025]. Por ser desenvolvido pela Mi-
crosoft, uma empresa de tecnologia mundialmente conhecida, o Copilot foi escolhido para
ser testado neste trabalho.

O DeepSeek ¢ um modelo de aprendizagem de mdaquina que pos-
sui duas caracteristicas Unicas: possui codigo aberto e foi treinado utilizando
componentes computacionais menos potentes que Sseus concorrentes. Dessa
forma, o DeepSeek ndo necessita de muito poder computacional para respon-
der as solicitacoes, implementa previsdo de tokens multiplos, ou seja, prevé
os dois proximos tokens durante uma execucdo, e utiliza cadeia de pensa-
mento [Tenable Security Response Team et al. 2025][DeepSeek-Al et al. 2024].0 Deep-
Seek foi escolhido pelo impacto que causou em seu langamento, se posicionando como
uma op¢ao menos custosa que seus concorrentes.

O Gemini, segundo a sua desenvolvedora Google, ¢ um modelo de inteligéncia
artificial multimodal, que pode operar com diferentes tipos de dados, como texto, imagem,
audio, video e cddigo de programacgdo. Este modelo € altamente flexivel e, por isso, pode
ser utilizado com eficiéncia em praticamente qualquer ambiente, seja em um data center
ou um dispositivo mével [Google et al. 2023]. O critério de escolha do Gemini neste
trabalho se d4 pelo fato de ser desenvolvido pelo Google, empresa de relevancia mundial.

Uma vez que o uso dos LLMs na Educacao € um assunto em discussao e, partindo-
se dos modelos selecionados, este trabalho tem como objetivo principal testar e analisar
respostas dadas por esses LLMs em relagdo ao conteido de redes de computadores. A
intencdo € entender o quanto os LLMs atuais podem ajudar estudantes iniciantes em sua
formacdo neste assunto, considerado fundamental da area de tecnologia da informacao.
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Na préxima secdo sdo apresentados trabalhos encontrados na literatura que possuem
relacdo com este.

2.1. Trabalhos Relacionados

Esta secdo apresenta uma revisdo da literatura que aborda a utilizagdo dos LLMs no en-
sino de assuntos relacionados com a Ciéncia da Computagdo, como a programacgado € as
redes de computadores. Este conjunto de estudos, que se relaciona com o presente tra-
balho, fornece um panorama do cendrio atual e evidencia as andlises propostas. Para
alcancgar a bibliografia desejada, foram utilizados os sistemas de busca Google Scholar e
acervos da ACM Digital Library e IEEE Xplore. Além disso, alguns dos termos utiliza-
dos nos prompts de pesquisa nessas bases continham a combinac¢do dos seguintes termos:

“LLMs”, “redes de computadores”, “educacdo”, “ensino”, entre outros correlatos. A se-
uir, i v i a .
ir, os trabalhos mais relevantes obtidos sao apresentados

Em [Donadel et al. 2024], os autores avaliam a capacidade de alguns LLMs de
compreenderem conteddos de redes de computadores. Durante a pesquisa, foram feitas
perguntas relacionadas a topologia de redes, com o intuito de explorar o potencial dos mo-
delos em atuarem como assistentes dos administradores de sistemas. Um diferencial que
pode ser citado em relacdo ao presente trabalho é que este analisa conteudos introdutorios
das redes de computadores e o trabalho citado analisa o uso dos LLMs como assistentes
de administradores, o que exige um conhecimento mais especializado.

Em [Filho et al. 2023], os autores investigaram a qualidade das respostas da-
das pelo ChatGPT em relacdo a conteudos basicos da programacgdo de computadores,
de forma quantitativa e qualitativa. Em comparacdo, o atual trabalho tem como foco
contedidos basicos de redes de computadores e sdo utilizados quatro LLMs diferentes.
Porém, o trabalho se relaciona com esse pela forma de avaliacdo dos LLMs.

Os autores de [Wang et al. 2024] abordam a dificuldade dos LLMs em respon-
der a questdes especificas da Ciéncia da Computagdo. Para experimentar uma possivel
solucgdo, € construido um dataset, fundamentado em perguntas retiradas de bancos de da-
dos universitdrios, e, em seguida, € feito o fine-tuning dos modelos estudados, visando
aprimorar seu desempenho. O trabalho considera assuntos mais abrangentes da area, di-
ferente deste trabalho, no qual tem o foco nas redes de computadores. O trabalho também
utiliza questdes propostas aos LLMs, assim como o presente trabalho.

Em [Lyu et al. 2024], os autores desenvolvem um LLM préprio, chamado Code-
Tutor, para que os alunos de disciplinas introdutorias do curso de Ciéncia da Computacao
possam utilizd-lo. Posterior ao uso dos estudantes, € realizada uma medicao da eficicia
do modelo, baseando-se na experiéncia de cada grupo de controle. O trabalho considera a
programacdo de computadores, contexto diferente do presente artigo, mas também analisa
o potencial de tutor dos LLMs.

Em [Raihan et al. 2025], os autores analisam mais de 100 artigos cientificos para
compreender o impacto do uso dos LLMs no ensino da Ciéncia da Computacao. Durante
a andlise, sdo apresentados dados sobre as dreas de concentracdo desses estudos, bem
como as linguagens de programacgdo, metodologias de pesquisa e modelos de linguagem
mais utilizados. O foco do trabalho € mais amplo que este, que tem como objetivo analisar
um conteudo especifico.
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Em [Dakshit 2024], o autor desenvolve aplicacdes RAG (Retrieval-Augmented
Generation), com o intuito de capacitar o LLM com fontes de conhecimento externas.
Posteriormente, € feita uma medicdo do potencial do modelo na educacdo superior de
Ciéncia da Computagdo, buscando responder se ele pode ser utilizado como assistente
virtual para alunos e auxiliar o corpo docente, o que difere do presente trabalho.

Os autores de [Arora et al. 2025] focam em examinar o uso de LLMs por estudan-
tes de disciplinas avancadas de programacdo (graduacao e pos-graduacao). De forma mais
especifica, sdo identificados os padrdes de uso, além de avaliar a eficicia das respostas e
compreender as percepcoes dos estudantes sobre a influéncia dos modelos de linguagem.
O atual trabalho se difere do citado, uma vez que considera somente o conteddo relacio-
nado as redes de computadores.

Por fim, em [Ma and Wang 2024], os autores desenvolvem um framework que
utiliza agentes de inteligéncia artificial para criar materiais educacionais de redes de com-
putadores. A criacdo desses materiais de estudo aprimorados € fundamentada em ex-
periéncias de aprendizagem, em que ciclos iterativos de interacOes entre os agentes de
IA simulam interagcdes de salas de aula reais. Diferentemente do presente trabalho, este
utiliza os LLMs de forma controlada e supervisionada para a geracdo dos materiais de
estudo. O presente trabalho analisa como sdo as respostas provenientes de LLMs, sem
supervisdo ou determinacao de prompts que definiriam o comportamento e tipo de res-
posta gerada.

O presente trabalho considera conceitos pouco explorados pela maioria de seus
relacionados, uma vez que tem como foco principal analisar se os LLMs utilizados tém
condicdes de responder a questdes sobre topicos bédsicos de redes de computadores.

3. Metodologia

A metodologia utilizada neste trabalho configura-se como quantitativa experimental
[Rangel et al. 2018], que consiste em responder perguntas de pesquisa sobre um contexto
por meio de testes e experimentos. Neste trabalho, os testes consistiram em submeter
questdes aos LLMs, relacionadas com tdépicos introdutorios de redes de computadores e
obter suas respostas que foram contabilizadas em relacdo a erros e acertos.

De forma a orientar os objetivos deste trabalho, foram consideradas as seguintes
questdes de pesquisa:

* QPI - os LLMs testados sdo aptos a responderem questdes sobre topicos basicos
de redes de computadores?

* QP2 - os LLMs testados podem ajudar estudantes iniciantes em redes de compu-
tadores em seus estudos?

Para a definicdo das questdes que seriam usadas, inicialmente foram defini-
dos topicos de redes de computadores considerados basicos ou essenciais. Esses
topicos sdo alguns daqueles apresentados em disciplinas introdutdrias sobre o assunto
e podem ser encontrados nos capitulos iniciais de referéncias cldssicas, como em
[Tanenbaum and Wetherall 2011]. Os tépicos definidos foram:

* Dominios e dispositivos: neste tdpico sdo definidos o que s@o dominios de co-
lisdo, de broadcast, entre outros, assim como a forma em que os dispositivos que
compdem uma rede interagem entre si;
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* Topologias de redes: sdo as diferentes formas de organizar os dispositivos em
uma rede e de estabelecer a comunicagdo entre eles. Algumas topologias sdo mais
comuns que outras e, inclusive, possuem pontos fortes e pontos fracos;

* Modelo OSI (Open Systems Interconnection): € um modelo de referéncia de sete
camadas que padroniza as funcionalidades necessdrias para a comunicagao em
uma rede de computadores;

* Arquitetura TCP/IP (Transmission Control Protocol/Internet Protocol): trata-se
de um conjunto de protocolos implementados e utilizados na Internet e, assim
como o modelo OSI, € estruturado em camadas, cada qual com sua funcionali-
dade;

* Protocolos e enderecamento IP: como definido na arquitetura TCP/IP, as camadas
possuem diferentes protocolos, cada qual com suas caracteristicas e proposito, €
o enderecamento IP diz respeito a forma como os dispositivos em uma rede sao
enderecados e localizados.

Ap06s a definicao dos tépicos considerados fundamentais sobre redes de compu-
tadores, foram realizadas buscas por fontes de questdes objetivas relacionadas a esses
topicos. Nesse processo, optou-se por utilizar questdes obtidas em provas de concursos
publicos, relacionadas com os contetidos abordados. A escolha justifica-se por se tratarem
de fontes publicas de questdes e possuem gabarito oficial, validado por especialistas. Fo-
ram usadas questoes de provas de concursos para diversos Orgaos e instituicdes publicas,
tais como Institutos Federais, Dataprev, universidades estaduais, prefeituras, entre outros.
As provas eram de concursos para vagas em diversos cargos tais como analistas de tecno-
logia da informacao (TI), analistas de sistemas, suporte e infraestrutura, administrador de
redes e professor do ensino basico técnico e tecnoldgico, realizadas de 2012 até 2025.

As questdes objetivas selecionadas foram utilizadas de trés formas: em sua forma
original; em uma versao reescrita, também objetiva; e em uma versao reescrita, porém de
forma dissertativa!. Essa variacio foi feita para que fosse averiguado o desempenho dos
LLMs com variacOes de uma mesma questdo, uma vez que as questdes originais foram
obtidas de provas de concursos publicos, que se encontram disponiveis online, inclusive
com gabarito oficial e que podem ter sido usadas em treinamentos dos préprios LLMs,
uma vez que esses utilizam dados da web publica em seus datasets.

A reescrita das questoes foi feita utilizando também um LLM para otimizar a
tarefa, no caso o Copilot. A escolha deste LLM para essa tarefa ndo possui motivo es-
pecifico, podendo ser executada também com outros. Para a reescrita das questdes objeti-
vas, foram dados os seguintes passos:

* Passo 1: foi utilizado o seguinte prompt “reescreva a pergunta objetiva abaixo,
de modo que a resposta continue sendo a mesma e que o conteiido desta ndo seja
alterado™;,

* Passo 2: cada resposta gerada era analisada, verificando se a pergunta sofreu
alteracdo em relagdo ao conteido e/ou a resposta. Se a resposta estivesse ade-
quada, a reescrita da questao era aceita. Caso contrério, seguia-se para 0 proximo
passo;

Todas as questdes utilizadas, tanto as originais, quanto suas versdes reescritas, podem ser encontradas
em http://bit.ly/41D4TS.
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* Passo 3: era usado o prompt “gere uma nova versdo da questdo objetiva subme-
tida, de forma que ndo haja mudanga no contetido da questdo e a resposta desta
questdo deve ser a mesma da original”. Entdo, voltava-se ao Passo 2.

Para a reescrita das questdes objetivas em formato de questao dissertativa, foram
dados os seguintes passos:

» Passo 1: foi utilizado o seguinte prompt “reescreva a pergunta objetiva abaixo
em formato de pergunta dissertativa, de modo que a resposta continue sendo a
mesma e que o contetido desta ndo seja alterado”.

* Passo 2: aresposta obtida era analisada, verificando se a pergunta sofreu alteracao
em relacdo ao conteddo e/ou a resposta. Se a reescrita da questao estivesse ade-
quada, esta era aceita. Caso contrario, seguia-se para o Passo 3.

* Passo 3: era usado o prompt “gere uma nova versdo dissertativa da questdo ob-
Jjetiva submetida, de forma que ndo haja mudanga no conteiido da questdo e a
resposta desta questdo deve ter o mesmo conteiido da original’. Voltava-se ao
Passo 2.

A seguir € mostrado um exemplo de uma questio objetiva e suas versoes reescritas,
tanto objetiva quanto discursiva.

Questao original: (IFTO, vaga para Técnico de Laboratério - Area Informdtica,
concurso realizado em 2024). Um determinado técnico foi chamado para auxiliar na
construcdo do documento de Estudo Técnico Preliminar. Durante esse processo, surgiu
uma questdo sobre a escolha do uso de switches em redes locais, em vez de hubs. Qual é
a fungdo principal de um switch em uma rede local e como ele difere de um hub? Alter-
nativas: a) Um switch converte sinais analégicos em digitais, enquanto um hub amplifica
o sinal de rede. b) Um switch divide a conexdo de internet entre vdrios dispositivos, en-
quanto um hub gerencia enderecos IP na rede. c) Um switch encaminha pacotes de dados
para todos os dispositivos da rede, enquanto um hub encaminha apenas para o disposi-
tivo correto. d) Um switch fornece conexées sem fio para dispositivos moveis, enquanto
um hub conecta dispositivos com fio. e) Um switch encaminha pacotes de dados apenas
para o dispositivo de destino correto, enquanto um hub envia os dados para todos os
dispositivos na rede. Neste exemplo, a alternativa correta € a letra e.

Questdo objetiva reescrita: Durante a elaboragdo de um Estudo Técnico Prelimi-
nar, um técnico foi chamado para colaborar e, nesse processo, surgiu uma duvida sobre
a escolha entre o uso de switches e hubs em redes locais. Considerando essa situagdo,
qual é a fungdo principal de um switch em uma rede local e de que forma ele se diferencia
de um hub?. As alternativas foram mantidas iguais as da pergunta original, de forma a
manter valido o mesmo gabarito oficial da questao.

Questao reescrita de forma discursiva: Explique como um switch se diferencia de
um hub. Em sua resposta, analise o impacto que cada dispositivo possui na eficiéncia da
comunicag¢do.

Cada um dos grupos de questdes (objetivas originais, objetivas reescritas e rees-
critas discursivas) foram submetidas a cada um dos LLMs selecionados, sem nenhuma
orientacdo adicional em relacdo ao tipo de resposta que deveria ser gerada, e essas eram
registradas, sendo que cada pergunta foi submetida uma vez para cada LLM. Em relacao
as questoes objetivas, tanto as originais quanto as reescritas, foi analisado se a alternativa
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correta tinha sido apontada pelo LLM e registrado se estava correta ou errada. Para as
questdes discursivas, a resposta era analisada em seu contetido, verificando se esta estava
correta, errada ou parcialmente correta (quando a resposta ndo estava totalmente correta).
A descricao detalhada dos testes e resultados obtidos sdo apresentados na proxima se¢ao.

4. Testes e Resultados

Para os testes, foram obtidas 40 questdes de concursos publicos, divididas entre os topicos
da seguinte forma: dominios e dispositivos (5 questdes), topologias de redes (4 questdes),
modelo OSI (9 questdes), arquitetura TCP/IP (6 questdes) e protocolos e enderegcamento
(16 questdes).

Cada uma das 40 questdes foram usadas em sua forma objetiva original, objetiva
reescrita e reescrita de forma discursiva, compondo 3 grupos de perguntas diferentes.
Portanto, para cada LLM, foram submetidas as 40 questdes originais objetivas, as 40
questdes reescritas objetivas e as 40 questdes reescritas como dissertativas, totalizando
120 submissodes para cada LLM.

Para as questdes objetivas, tanto as originais quanto as reescritas, era contabilizado
se o0 LLM respondeu com a opg¢ao correta, assim como suas explicacdes. Para as respostas
dissertativas, era analisado se a resposta dada pelo LLM continha o conteiido da alter-
nativa correta em sua versao original objetiva, assim como todas as outras informagdes
contidas em sua resposta.

Os resultados obtidos das questdes objetivas originais sao apresentados na Tabela
1. E possivel verificar que tanto o ChatGPT, o Copilot quanto o Gemini acertaram 100%
das questdes, somente o DeepSeek errou uma questdo. O erro cometido pelo DeepSeek
foi em uma questdao sobre o modelo OSI, que perguntava a respeito da funcionalidade da
camada de rede. Entre as alternativas, a correta era aquela que cita que esta camada prové
servico de entrega de segmentos a camada de transporte. O DeepSeek, em sua explicagao,
atribuiu essa funcionalidade a camada de enlace, o que ndo esta correto, € apontou como
correta a alternativa que cita que a camada de rede proporciona garantia de entrega entre
transmissor e receptor. Porém, a camada de rede nao oferece essa garantia, ficando a
cargo dos protocolos da camada de transporte como, por exemplo, o TCP, utilizado na
Internet.

LLM Corretas/Total Porcentagem de corretas (%)
ChatGPT 40/40 100%
Copilot 40/40 100%
DeepSeek 39/40 97,5%
Gemini 40/40 100%

Tabela 1. Resultado das questoes objetivas originais. Fonte: os autores.

Em relacdo aos resultados das questdes objetivas reescritas, apresentados na Ta-
bela 2, todos os LLMs cometeram erros. O ChatGPT, o CoPilot e o DeepSeek erraram 1
questdo cada, enquanto que o Gemini errou 2 questoes.

A questao errada do ChatGPT era sobre topologias de redes, na qual sdo apre-
sentados nomes de topologias de forma numerada (1 - topologia em anel, 2 - em estrela,
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3 - em malha, e 4 - barramento), e entdo sdo apresentadas frases que apresentam carac-
teristicas das topologias. E preciso escolher a alternativa que apresenta corretamente a
correspondéncia entre o nome da topologia com a sua descri¢cdo. Na resposta dada pelo
ChatGPT, as explicacdes estavam corretas e, inclusive, € citada a ordem correta, porém,
ao indicar a alternativa, foi apresentada uma ordem errada.

A questdo errada pelo Copilot era sobre o topico protocolos e enderecamento, na
qual é pedida um célculo de méscara de rede do protocolo IPv4. A explicacao dada pelo
Copilot era adequada, porém finaliza indicando a resposta errada.

A questdo errada pelo DeepSeek para as reescritas foi a mesma errada nas ori-
ginais (Tabela 1), seguindo 0 mesmo padrao e, inclusive, apresentando uma explica¢do
parecida.

O Gemini errou duas questdes: uma sobre os protocolos utilizados na infraestru-
tura da Internet, na qual somente uma alternativa era correta, porém o LLLM citou duas
como corretas, se equivocando em relagdo a uma que versava sobre enderecamento IP. Na
outra questao errada, era pedido um célculo de sub-rede e o LLM apresentou um célculo
bindrio errado, portanto indicando uma alternativa errada.

LLM Corretas/Total Porcentagem de corretas (%)
ChatGPT 39/40 97,5%

Copilot 39/40 97,5%

DeepSeek 39/40 97,5%

Gemini 38/40 95%

Tabela 2. Resultado das questoes objetivas reescritas. Fonte: os autores.

Em relagdo aos resultados obtidos das questdes reescritas como questdes disser-
tativas, essas foram consideradas como certas, erradas ou parcialmente certas, que era
quando a resposta estava errada de acordo com o enunciado, mas possuia elementos cor-
retos, como pode ser visto na Tabela 3. Para essas questdes, o0 ChatGPT gerou uma res-
posta parcialmente correta, o Copilot errou uma questdo, o DeepSeek nao cometeu erros
e o Gemini teve uma resposta considerada parcialmente correta.

Na resposta considerada parcialmente correta do ChatGPT, era preciso fazer um
comparativo entre as camadas do modelo OSI com as camadas da arquitetura TCP/IP,
apresentando as funcionalidades destas. A resposta do ChatGPT ndo estava errada, porém,
nao fez um comparativo em relagdo as funcionalidades das camadas especificamente,
somente em termos gerais.

O Copilot respondeu de forma errada uma questao que apresentava 4 afirmacoes
e era preciso explicar cada uma delas, informando se € verdadeira ou falsa. O Copilot
informou erroneamente que uma afirmacao correta sobre a representacdo de enderecos
IPv4 em IPv6 estava errada.

O Gemini teve uma resposta considerada parcialmente correta. A questdo pedia
para apresentar a principal vantagem de se utilizar a arquitetura TCP/IP. Na sua versao
original objetiva, a op¢ao correta remete ao fato desses protocolos permitir transmissoes
eficientes e confidveis. Na resposta do Gemini, apesar de estar correta, baseou-se em
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motivos mais gerais, ndo especificando a eficiéncia e confiabilidade, que podem ser con-
sideradas caracteristicas principais do TCP/IP.

LLM Corretas/Total Porcentagem de corretas (%)
ChatGPT 39/40 (1 parcialmente) 97,5%
Copilot 39/40 97.,5%
DeepSeek 40/40 100%
Gemini 39/40 (1 parcialmente) 97,5%

Tabela 3. Resultado da questoes reescritas de forma dissertativa. Fonte: os
autores.

Em relacdo as Tabelas 1, 2 e 3, € mostrado que nao houve grande alteracdo no
desempenho dos LLMs em relacdo a variacdo das questdes em suas formas (original,
reescrita e dissertativa). Para a versdo original das questdes, o niimero de erros foi menor,
sendo cometido somente um erro por um dos LLMs, e para as outras versdes, outros erros
aconteceram, porém esses nao foram significativamente diferentes.

No total, cada LLM respondeu 3 grupos de questdes, sendo um grupo com as
questoes objetivas originais (40 questoes), um grupo de questdes objetivas reescritas (40
questdes) e um grupo de questdes reescritas em forma dissertativa (40 questdes), totali-
zando 120 questdes. E possivel verificar que todos os LLMs tiveram resultados parecidos,
sendo que o ChatGPT, Copilot e DeepSeek erraram 2 questdes no total geral e o Gemini
errou 3, com resultados muito proximos se considerada a porcentagem de acertos.

Na Tabela 4 sao apresentados os resultados agregados de todas as questdes subme-
tidas aos LLMs, divididos pelos tépicos de redes de computadores definidos neste traba-
lho. Em relag@o aos tépicos “dominios e dispositivos”, todos os LLMs tiveram 100% de
acerto; em “topologias de redes”, somente o ChatGPT errou uma das questoes; sobre “mo-
delo OSI”, somente o DeepSeek errou duas questdes; a respeito da “arquitetura TCP/IP”,
o ChatGPT e o Gemini erraram uma questao cada; sobre “protocolos e enderecamentos”,
tanto o Copilot quanto o Gemini erraram duas questdes cada. Dessa forma, ndo houve
destaque entre os LLMs em relacdo a algum tépico especifico, uma vez que os resulta-
dos ficaram bem proximos entre eles, considerando o nimero de questdes testadas e a
porcentagem de acerto.
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Tépico/LLM  ChatGPT Copilot DeepSeek Gemini
Dominios 15/15 (100%) 15/15 (100%) 15/15 (100%) 15/15 (100%)
e Disposi-

tivos

Topologias  11/12 (91,67%) 12/12 (100%) 12/12 (100%) 12/12 (100%)
de Redes

Modelo 27/27 (100%) 27727 (100%) 25/27 (92,59%) 27/27 (100%)
OSI

Arquitetura  17/18 (94,44%) 18/18 (100%) 18/18 (100%) 17/18 (94,44%)
TCP/TP

Protocolos 48/48 (100%) 46/48 (95,83%) 48/48 (100%) 46/48 (95,83%)
e
Enderecamento

Total 118/120 (98,33%) 118/120 (98,33%) 118/120 (98,33%) 117/120 (97,50%)

Tabela 4. Desempenho dos LLMs por tépico. Fonte: os autores.

4.1. Discussao dos Resultados

Como comentdrio geral, é importante citar que, todas as vezes que os LLMs geravam res-
postas corretas, essas eram completas e possuiam explicacdes de qualidade. Em relacao
as questoes objetivas, € interessante pontuar que, além de indicar a alternativa correta, os
LLMs explicam a razdo daquela ser a certa e as outras serem erradas. Considerando um
estudante iniciante, esse comportamento € positivo, possibilitando o aprendizado e mos-
trando o potencial pedagdgico da ferramenta, pois esta ndo se restringe a apenas apre-
sentar a resposta correta. Esse comportamento demonstra o potencial dos LLMs como
auxiliares em atividades propostas aos alunos, demandando uma andlise das respostas
obtidas, o que pode gerar impactos positivos em relacdo ao processo de aprendizagem.

Entretanto, como foi possivel observar, os LLMs podem gerar respostas erradas e
informacdes imprecisas, demandando a checagem daquilo que € apresentado, assim como
a supervisdo e orientacdo docente. Questdes €ticas também devem ser consideradas, uma
vez que estudantes podem usar as respostas geradas pelos LLMs sem questionamento
critico, gerando questdes sobre autoria e possivelmente causando falha de aprendizagem.

Na sec¢do anterior, foram apresentados os resultados obtidos ao submeter questoes
de topicos introdutdrios de redes de computadores aos LLMs. Os resultados obtidos com
cada LLM sao parecidos, sendo que de um total de 120 questdes (somando-se as questoes
dos 3 grupos), a variagcdo estatistica entre os LLLMs € baixa, sendo uma diferenca de
apenas 0,83% entre aqueles que acertaram 118 das 120 questdes para o LLM que acertou
117 questdes.

Em relac@o aos topicos de redes, nao houve nenhum que se destacasse de forma
negativa. O méaximo de questdes erradas por topico foi duas, sendo que o DeepSeek errou
duas questdes sobre o modelo OSI, e o Copilot e 0 Gemini erraram duas questdes sobre
protocolos e enderecamento. Todos os outros topicos ou tiveram 100% de aproveitamento
ou, no maximo, uma questao foi respondida de forma errada.
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Dessa forma, considerando os testes realizados e a analise feita neste trabalho,
€ possivel responder as questdes de pesquisa da seguinte forma: QP1 - sim, os LLMs
testados sdao aptos a responder questdes sobre topicos bésicos de redes de computadores,
entretanto, € possivel que cometam erros eventuais, como esperado pela prépria natureza
estatistica dos LLMs; QP2 - sim, os LLMs apresentam potencial para ajudar estudantes
iniciantes em redes de computadores, porém € interessante que seja um uso Supervisio-
nado e que os estudantes tenham o habito da checagem em relacdo as respostas obtidas,
para mitigarem os erros que podem acontecer. Testes com estudantes iniciantes reais
podem confirmar ainda mais essa afirmacao.

5. Limitacoes e trabalhos futuros

Alguns pontos que podem ser citados como limita¢des do trabalho: i) foram analisadas
somente questdes a respeito de topicos basicos de redes de computadores, ndo sendo ana-
lisadas respostas sobre assuntos considerados mais avancados; i1) a analise das respostas
foi feita pelos autores, e ndo necessariamente refletem a percepg¢ao, de fato, de estudantes
iniciantes; iii) foram submetidas aos LLMs quantidades diferentes de questdes para cada
tépico, o que pode influenciar na taxa de acertos e erros em determinados assuntos.

Como trabalhos futuros é possivel realizar uma andlise a respeito das respostas
dos LLMs em relacdo a topicos avangados de redes de computadores, assim, € possivel
verificar se o comportamento dos LLMs se mantém. E possivel também realizar testes
com estudantes, propondo o uso dos LLMs em atividades definidas e, posteriormente, co-
letar suas opinides e impressoes. O resultado obtido neste trabalho também propicia uma
reflexdo pratica em relagcdo ao tipo de atividades que devem ser propostas, considerando
o uso dos LLMs no ensino.

6. Conclusao

Este trabalho teve como objetivo analisar as respostas dadas por quatro LLMs em relacao
ao conteudo introdutério de redes de computadores. Esse tipo de andlise € importante,
uma vez que estudantes iniciantes, de qualquer drea, utilizam cada vez mais essa tecno-
logia em seus estudos. Para isso, foram coletadas 40 questdes objetivas sobre redes de
computadores, provenientes de concursos publicos. As questdes foram utilizadas em trés
versoes, totalizando 120 questoes submetidas a cada LLM. O resultado mostrou que os
LLMs possuem um bom desempenho ao responder essas questdes, gerando uma taxa de
sucesso igual ou superior a 97,5%. Conclui-se, portanto, que os LLMs possuem grande
potencial como auxiliares no aprendizado das questdes introdutérias de redes de compu-
tadores, entretanto, para uma experiéncia totalmente proveitosa, a supervisao docente é
recomendada.
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