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Abstract. Generating high-quality multiple-choice questions (MCQs) for spe-
cialized exams like POSCOMP remains a complex and labor-intensive task.
This paper proposes a Retrieval-Augmented Generation (RAG) approach to sup-
port MCQ creation using Large Language Models (LLMs). We introduce a
novel data set of 1,340 past POSCOMP questions, enriched with LLM-classified
themes that show strong agreement with human annotations. The RAG method
was compared to a few-shot baseline across five LLMs, generating 120 MCQs
evaluated by human experts and an LLM-as-a-judge using a detailed rubric. Re-
sults show that the RAG approach improves question quality in up to half of the
evaluated criteria, highlighting its potential for educational assessment tasks.

1. Introduction
Generative Artificial Intelligence (GenAI) significantly impacts people’s lives, with ap-
plications ranging from text synthesis to video generation. Education is no exception:
this technology can support both teachers and students by assisting in solving com-
plex problems, providing access to clear explanations, and facilitating the development
of educational materials [Silvestre et al. 2023, Marques and Morandini 2024]. The field
of multiple-choice question (MCQ) generation, a crucial method for assessing students’
knowledge on a subject, has also benefited from the use of Large Language Models
(LLMs) leveraged by recent GenAI advancements [Tran et al. 2023, Hang et al. 2024].

Despite the relevance of MCQs, particularly in high-stakes exams such as the
National Exam for Admission to Graduate Studies in Computing (POSCOMP)1 and
the Brazilian University Admission Exam (ENEM)2, their preparation remains a time-
consuming and complex task due to the wide range of content and the high-quality stan-
dards required [Ch and Saha 2018], as effective MCQ generation demands more than
merely producing grammatically correct items [Yao et al. 2024].

Although LLMs can facilitate the process of generating MCQs, they still pose sev-
eral challenges. Key issues include ensuring alignment with the target exam, maintaining

1https://www.sbc.org.br/poscomp/
2https://www.gov.br/inep/pt-br/

XIV Congresso Brasileiro de Informática na Educação (CBIE 2025)

Anais do XXXVI Simpósio Brasileiro de Informática na Educação (SBIE 2025)

1233DOI: 10.5753/sbie.2025.12854

https://www.sbc.org.br/poscomp/
https://www.gov.br/inep/pt-br/


the relevance and clarity of the content, and upholding high standards of question quality.
LLMs must demonstrate a deep understanding of the subject matter and be able to for-
mulate questions that effectively assess students’ knowledge. Furthermore, many existing
studies overlook the specific assessment context in which these questions will be applied,
which can compromise their pedagogical relevance and practical effectiveness.

This work proposes a method for generating POSCOMP-style MCQs by com-
bining LLMs with the Retrieval-Augmented Generation (RAG) technique. We aim to
investigate whether the internal knowledge of LLMs is sufficient for this specialized task
or if their performance significantly benefits from access to domain-specific content, par-
ticularly in the context of small language models (SLMs), which may lack the capacity
to encode niche knowledge. We hypothesize that grounding LLMs with relevant con-
text retrieved from a curated dataset of past POSCOMP exams improves question quality
compared to a zero-shot baseline, and that this effect is more pronounced for SLMs.

To assess quality, we designed a detailed evaluation rubric applied by human eval-
uators and an LLM-as-a-judge. The result shows that the RAG-based approach signifi-
cantly improves the quality of the MCQ, with the RAG-generated questions meeting up
to half more rubric criteria than their zero-shot counterparts. As a secondary contribu-
tion, we present a new dataset built by extracting MCQs from historical POSCOMP exam
PDFs and enriching them with metadata. This dataset is used to drive the retrieval process
in RAG and plays a crucial role in improving the effectiveness of the generation pipeline.

The remainder of this paper is organized as follows: Section 2 reviews related
work, focusing on MCQ generation using RAG-powered LLMs. Section 3 discusses the
POSCOMP exam, introducing relevant concepts. Section 4 describes the methodology
adopted, including the research questions, the collection and structuring of the POSCOMP
dataset, the setup for MCQ generation, and the approaches used for quality evaluation.
Section 5 presents and discusses the results. Section 6 addresses potential threats to va-
lidity and the measures taken to mitigate them. Finally, Section 7 concludes the paper and
outlines directions for future research.

2. Related Work
Automatic question generation (QG) has been explored since the late 1990s
[Madri and Meruva 2023], with applications spanning educational assessment, adaptive
learning, and tutoring systems. The QG pipeline typically involves text preprocessing,
question formulation, generation of distractors (incorrect options), and answer validation.
Although some studies propose end-to-end solutions, others focus on specific stages of
this pipeline [Ch and Saha 2018].

With the advent of LLMs, automatic QG has undergone a significant transfor-
mation [Meißner et al. 2024], with recent studies increasingly leveraging their advanced
language understanding and generation capabilities [Das et al. 2021]. Current approaches
span from prompt-based techniques to more sophisticated strategies that incorporate RAG
and multi-agent systems [Li et al. 2024c, Jiang and Feng 2025]. For instance, Tran et al.
[Tran et al. 2023] evaluated GPT-3 and GPT-4 for generating MCQs and plausible distrac-
tors tailored to Computer Science education. Similarly, Pawar et al. [Pawar et al. 2024]
proposed a prompt-driven pipeline using the Gemini model, in which users provide a topic
and input text to guide both question and distractor generation.
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To address issues such as generic, shallow, or hallucinated outputs, RAG has been
introduced to inject contextual specificity at inference time. [Gopi et al. 2024] demon-
strated GPT-4 with RAG for quiz generation in engineering education, showing improved
relevance through the retrieval of a curated dataset. [Pradeesh et al. 2025] used GPT-4 in
conjunction with PDF-based content retrieval to improve contextual alignment.

More structured frameworks such as MQGen [Hang et al. 2024] extend this idea
by combining RAG with Chain-of-Thought (CoT) prompting and self-refinement. Their
system dynamically incorporates external data (focused on math and programming) from
a dual-source dataset—questions created by instructors and students—enhancing diver-
sity and pedagogical quality. Evaluations were performed with various LLMs, including
GPT-3.5, Llama-2, and PaLM 2.

Finally, RAG techniques have been explored in the context of Brazilian national
exams, particularly ENEM. Studies have demonstrated RAG’s effectiveness in solving
both general and domain-specific questions—such as mathematics—through a method-
ology that categorizes questions by knowledge area [Campos Taschetto and Fileto 2024,
Superbi et al. 2024].

Our work advances the use of LLMs and Retrieval-Augmented Generation (RAG)
for MCQ generation by targeting a high-stakes, domain-specific assessment: POSCOMP.
In contrast to prior studies focused on general education or open-ended tasks, we tackle
the specific challenge of producing high-quality, exam-aligned MCQs. Leveraging a cu-
rated dataset of past POSCOMP questions, we investigate whether incorporating external
retrieval improves question quality—particularly for smaller models, which may lack suf-
ficient domain expertise.

3. The POSCOMP Exam
The POSCOMP is a theoretical and objective test designed to evaluate candidates ap-
plying for graduate programs in the field of Computer Science (CS). Organized by the
Brazilian Computer Society (SBC)3 since 2002, a total of 21 editions were held annu-
ally up to 2024, except for 2020 and 2021, during which it was suspended due to the
COVID-19 pandemic.

The test comprises 70 multiple-choice questions covering topics commonly ad-
dressed in undergraduate CS courses, divided into three areas of knowledge: Mathematics
(Matemática), Computational Foundations (Fundamentos da Computação), and Compu-
tational Technology (Tecnologia de Computação). According to the POSCOMP syllabus,
each area of knowledge is divided into broader areas, which are further split into specific
topics, referenced in this paper as subareas. Table 1 illustrates an example of an area and
some of its subareas for each area of knowledge.

Table 1. Area and subarea examples for each area of knowledge

Area of knowledge Area example Subarea examples

Mathematics (MT) Combinatorics Distribution; Permutations; Combinations
Computational Foundations (CF) Graph Theory Coloring; Spanning Tree; Topological Sorting
Computational Technology (CT) Databases Data Model; Query Languages; Data Mining

3https://www.sbc.org.br/
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4. Materials and Methods
This section presents the methodology adopted in this study, detailing the process from
the research questions to the experimental setup. All implementation steps are publicly
available in a companion repository4, ensuring the reproducibility of the results. Figure 1
provides an overview of the methodology employed in this work.

Historical
PDFs

Data
Collection

Area and Subarea
Classification

POSCOMP
Dataset RAG MCQ

Generation
Generated

MCQs

Validation Validation

Figure 1. Overview of this work’s methodology

4.1. Research questions

Two research questions were formulated to guide this study. RQ1: What is the level of
agreement between the area and subarea classifications assigned by a given LLM to the
POSCOMP question dataset and those provided by human evaluators? RQ2: To what
extent does incorporating the POSCOMP dataset through the proposed RAG strategy en-
hance the quality of generated multiple-choice questions (MCQs)?

Given that the proposed RAG strategy depends on accurate area and subarea clas-
sification to retrieve relevant context, RQ1 serves as an important step for validating the
classification process and informing the analysis of RQ2.

4.2. Data collection

As no previous publicly available and structured POSCOMP dataset was identified, an
extensive data collection step was necessary to build one. For this purpose, a Python script
was developed to extract the text content from the historical exam PDF files, covering the
editions from 2002 to 2024. Depending on their encoding, the text was either read directly
from the file or its pages were converted into images for applying OCR. The extracted
text was transformed using regular expressions tailored to the different layouts used over
the years. After extraction, the data underwent automatic cleanups (mainly for encoding
normalization) and was organized into a structured format.

To ensure the accuracy of the content for each question, manual adjustments were
performed by three of this paper’s authors. By the end of this process, questions were rep-
resented using a combination of LaTeX (for mathematical notation) and Markdown (for
text formatting), as modern LLMs have demonstrated a strong ability to work effectively
with structured content [Achiam et al. 2023]. Since this study focuses on the generation
of text-only questions, image-based questions were not included in the final dataset. Ad-
ditionally, the official answer keys were parsed and added as question metadata.

4.3. Area and subarea classification

A relevant piece of information for each question is the specific topic it addresses. How-
ever, the only thematic grouping that could be inferred automatically was the area of
knowledge, which is very general. The only exceptions are the 2019 and 2022 editions of

4https://github.com/Agents4Good/POSCOMP-RAG
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POSCOMP, for which the official area labels for each question were released alongside
the answer keys. Nevertheless, as described in Section 3, the exam provides a syllabus
listing the areas and subareas it covers. This document was adopted as the reference
for generating the area and subarea classifications, which were performed sequentially
following the process outlined in Figure 2.

Question
Metadata

Area Classification
(with Self-Consistency)

Subarea Classification
(with Self-Consistency)

Enriched Question
Metadata

Self-Refine

question area subarea

Figure 2. Overview of the area and subarea classification

Given the strong performance of LLMs on text classification tasks
[Kostina et al. 2025], we adopted an LLM-based approach to assign area and sub-
area labels using Llama 3.3-70B, which has shown competitive results even in zero-shot
settings [Zhao et al. 2024]. The model was prompted to classify each question based
on its underlying area of knowledge. To enhance reliability, we applied an adapted
Self-Consistency (SC) technique [Wang et al. 2022], prompting each question up to five
times and selecting the majority label.

By comparing the official area labels for the 2019 and 2022 editions of the exam
with the model’s output, a list of commonly confused areas was identified. The exam
syllabus was also consulted to further inform and justify these choices. Using this infor-
mation, the model was prompted once again to validate or revise its initial classification,
being shown the current classification and possible alternatives, mirroring a Self-Refine
(SR) technique [Madaan et al. 2023]. In this step, a list of subareas inside each area op-
tion was included in the prompt to support the model’s reasoning.

Once the area classification was completed, the model was prompted once again to
classify each question into one of the subareas within its assigned area. As in the previous
step, the SC technique was used to improve the reliability of the classification. However,
given this is a more granular task and no detailed descriptions were available for each
subarea, the SR approach was not employed after this step.

4.4. The POSCOMP dataset
The POSCOMP dataset5 comprises 1,340 questions, selected from a total of 1,470 ques-
tions available across all previous editions of the exam. The remaining 130 questions,
which rely on images, were not included in this version of the dataset. Of the 1,340 ques-
tions, 391 are from Mathematics (MT), 507 from Computational Foundations (CF), and
442 from Computational Technology (CT).

Each question in the dataset is represented by a set of metadata: year (the year
the exam was held), number (the item number in the test), stem (the question stem),
options (a list containing all answer choices, including the correct one and distrac-
tors), key (the correct answer), knowledge area (its associated area of knowledge),
area (a division within the knowledge area), and subarea (a subdivision within the
area). Except for the last two fields, all metadata was formatted during the data collection
process (Section 4.2).

5https://github.com/Agents4Good/POSCOMP-RAG/blob/main/app/data/
poscomp-dataset.csv
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4.5. Area and subarea validation
After generating the model’s area and subarea labels for each question, these classifica-
tions were compared with human-annotated labels to assess and support confidence in
their accuracy. As with the generation process, validation was conducted separately for
each classification level. The evaluators for each step were five of this paper’s authors, all
of whom are either current or former CS students familiar with the POSCOMP exam.

The validation of area classification began with the selection of a representative
sample of the dataset questions (n = 125, approximately 10%), including every area
based on their distribution and excluding the editions with ground-truth labels (i.e., 2019
and 2022). Each question was initially classified independently by two evaluators, who
had access only to the question stem and options, its corresponding area of knowledge,
and the exam syllabus for context. In cases of disagreement, a third evaluator indepen-
dently annotated the question to serve as a tiebreaker. The final area was considered the
human label and used as the reference for comparison with the LLM-generated labels.

Subarea classification followed a similar approach, with the selection of a sam-
ple (n = 130, approximately 10%) that preserved the subarea distribution. While it was
not feasible to include all existing subareas, the sample was carefully constructed to en-
sure representation from every area, being slightly larger to account for underrepresented
subareas. Each evaluator initially annotated their assigned questions independently, be-
ing allowed to select up to two subareas per question: a primary choice and a secondary
one (if relevant). This strategy aimed to improve inter-evaluator agreement, given the
finer granularity and potential overlaps in subarea classification. A third evaluator was
involved when needed to reach consensus, resulting in a single subarea label per question.

4.6. Retrieval-Augmented Generation (RAG)
The RAG approach used in this paper is grounded in the area and subarea classifications
described in Section 4.3; these classifications are used to filter and retrieve thematically
related questions from the POSCOMP dataset, ensuring topical relevance in the retrieved
context. This strategy also helps prevent the retrieval of questions that share surface-
level terminology but are conceptually unrelated. For instance, Mathematical Logic and
Discrete Mathematics share certain vocabulary while addressing distinct topics. This ap-
proach also aims to reduce the likelihood of generating irrelevant or unfocused questions.

The semantic storage and retrieval of POSCOMP exam questions is im-
plemented using the ChromaDB6 vector database. Each question is repre-
sented by a 384-dimensional embedding (numerical representation) generated by the
all-MiniLM-L6-v27 model, based on a thematic classification field—a combination
of all area-related classifications. The embeddings are stored in ChromaDB along with
the rich metadata described in Section 4.5, and questions are organized into collections
according to their area of knowledge.

For retrieval, a user query is converted into an embedding and compared against
the vectors in the database via cosine similarity. ChromaDB executes a k-Nearest Neigh-
bors search, and the results are filtered by a similarity threshold (i.e., ≥ 0.4, determined
through empirical testing) and grouped to ensure diversity.

6https://www.trychroma.com/
7https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2/
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A total of five questions are retrieved and provided as context for the MCQ gener-
ation described in Section 4.7. This number was selected based on its common usage as
an average in few-shot prompting, balancing prompt length and contextual relevance. In
cases where few or no questions exist for a given subarea, the rest of the topic hierarchy
is used to locate questions from related subareas within the same area. When more than
five questions are retrieved, a random sample is selected to ensure variation and diversity.

4.7. Multiple-choice question generation

The MCQ generation prompt is constructed using a set of questions retrieved during the
RAG process, instructing the model to use them as inspiration to generate a new question
on the same topic8. To serve as a baseline for comparison, a zero-shot version of the
prompt was also developed: “Generate one (and only one) POSCOMP-style question
related to the topic ‘<TOPIC>’.”.

Table 2 presents the list of models used in the MCQ generation experiments, sorted
from smaller to larger based on their number of training parameters9. The selection in-
cludes four open-source models (accessed via the Deep Infra API10) and one proprietary
model (GPT-3.5 Turbo), enabling broader comparisons and providing a more comprehen-
sive view of the RAG strategy’s impact across models of varying scales.

Table 2. Models used for MCQ generation with associated usage costs via API

Model name and version Creator Cost (per 1M tokens)

Llama 3.2 3B Meta $0.01 / $0.02 in/out
Gemma 3 4B Google $0.02 / $0.04 in/out
Qwen3-32B Alibaba Cloud $0.06 / $0.12 in/out
Llama 3.3-70B Meta $0.23 / $0.40 in/out
GPT-3.5 Turbo OpenAI $0.50 / $1.50 in/out

Each model was tasked with generating MCQs for the same set of 12 topics, each
from a different area (covering 48% of the total areas). These topics were selected to
simulate scenarios in which the RAG process would either have sufficient contextual data
for retrieval or be forced to search for related topics due to limited availability of relevant
questions. By combining the 12 topics with different experimental configurations (five
models, each tested with and without RAG), a total of 120 distinct MCQs were generated.

4.8. Question validation

To ensure consistency across evaluations, a quality rubric was carefully designed.
This instrument was inspired by previous rubrics for evaluating LLM-generated MCQs
[Wang et al. 2025], but was extended to include criteria based on item-writing flaws
(IWFs), aspects that deviate from common item-writing guidelines. The subset of IWFs
was selected from a previous work by [Moore et al. 2023], pinpointing aspects that are

8https://github.com/Agents4Good/POSCOMP-RAG/blob/main/app/question_
generator.py

9The exact number of parameters for GPT-3.5 Turbo is undisclosed, and has been the subject of ongoing
discussion; however, for the purposes of this study, it was considered the largest among the selected models.

10https://deepinfra.com/
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easy to identify and consistent with POSCOMP, allowing for a fast and comprehensive
assessment of question quality. The rubric items are detailed in Table 3; an extended ver-
sion is available in the repository11, including the associated IWFs for each. Items were
rated on a 3-point discrete scale: 1 for “no”, 2 for “more or less”, and 3 for “yes”.

Table 3. Rubric items used to evaluate MCQ quality

Rubric Item Definition

stem clarity
Is the question stem phrased clearly and unambiguously, facilitating the understand-
ing of what is being asked?

stem conciseness Is the question stem free of unnecessary information for answering the question?
options clarity Are all options phrased clearly and unambiguously?

distractors plausibility
Are the incorrect options feasible to students with partial understanding, yet clearly
incorrect for well-prepared students?

grammatical consistency Are all options grammatically consistent with the stem?

option uniformity
Are all options similar in length and structure, avoiding cues that could lead to the
correct answer?

single answer
Is there exactly one, and only one, option that is clearly the best or correct answer
among those provided?

absence cues
Is the correct answer identified by knowledge on the topic instead of repeating
words found in the question stem and not in distractors?

topic related Is the question related to the topic given in the prompt?
grammatical correctness Is the entire question grammatically correct and free from typographical errors?
complexity Does the question require more than basic fact recall/memorization?
poscomp aligned Is the question aligned with the format usually covered in past POSCOMP exams?

This rubric was subsequently employed by both LLM-as-a-judge and human eval-
uators. The term LLM-as-a-judge refers to the use of LLMs as evaluators across various
tasks, leveraging their reasoning capabilities to approximate the feedback typically pro-
vided by human experts. Prior studies have demonstrated high agreement between human
and LLM evaluators [Li et al. 2024a, Li et al. 2024b]. In this study, the GPT-4.1 model
was selected to assign scores to each generated MCQ based on the quality rubric. GPT-4
Turbo was identified as the best-performing model for LLM-as-a-judge in a recent survey
[Gu et al. 2024]; however, according to OpenAI’s benchmarks, the more recent GPT-4.1
model exhibits superior intelligence compared to that version.

For human evaluation, the five evaluators involved in the area and subarea clas-
sification participated, along with two external evaluators—CS graduates familiar with
POSCOMP. The inclusion of external evaluators aimed to mitigate confirmation bias, as
the other evaluators were directly involved in the research. During the evaluation process,
each evaluator had access only to the question and its corresponding area and subarea.

Each question was independently evaluated by two evaluators. In cases of dis-
agreement, a third evaluator was requested to resolve conflicts by scoring only the rubric
items in dispute, resulting in a finalized annotation. These finalized scores were then com-
pared to those assigned by the LLM, enabling calculation of agreement between the two
approaches. The results were further analyzed to assess the quality of questions generated
by each model, both with and without the use of RAG, allowing a comparative evaluation
of model performance and the impact of the RAG strategy on MCQ quality.

11https://github.com/Agents4Good/POSCOMP-RAG/blob/main/reports/
extended_rubric.pdf
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5. Results and Discussion
This section presents and discusses the results obtained in this study, with a focus on
addressing the two research questions: the agreement levels in area and subarea classifi-
cations (RQ1), and the quality analysis of the generated questions (RQ2).

5.1. RQ1: Agreement in the areas and subareas classification

To evaluate the agreement between the LLM-based and human classifications, Cohen’s
kappa (κ) was the primary metric employed. Additionally, inter-evaluator agreement was
assessed based on the classifications provided by the first two human evaluators, allow-
ing for a comparative analysis. The interpretation of Cohen’s kappa values in this study
follows the widely used guidelines proposed by [Landis and Koch 1977].

The area classification task found agreement on 120 out of 125 questions, with κ
= 0.958, indicating almost perfect agreement. When evaluating by area of knowledge, the
highest agreement was observed in Computational Technology (κ = 1.000), followed by
Mathematics (κ = 0.968); Computational Foundations had the lowest agreement, with κ =
0.905. Notably, all of these scores exceeded the corresponding inter-evaluator agreement
values, which followed the same ranking from highest to lowest.

Subarea classifications were evaluated similarly, with agreement observed in 94
out of 130 cases (κ = 0.718, substantial agreement). Among these, questions labeled un-
der Mathematics showed the highest agreement (κ = 0.858), followed by Computational
Technology (κ = 0.742), while Computational Foundations exhibited the lowest value (κ
= 0.572). Interestingly, inter-evaluator classification showed higher agreement for Com-
putational Foundations compared to Computational Technology. Table 4 shows detailed
results for agreements for area and subarea classifications.

Table 4. Agreement (κ) between human evaluators and between LLM and human
labels for areas and subareas, grouped by area of knowledge.

Area Classification Subarea Classification

Area of knowledge Inter-Evaluator LLM-Human Inter-Evaluator LLM-Human

Mathematics (MT) 0.679 0.968 0.776 0.858
Computational Foundations (CF) 0.602 0.905 0.656 0.572
Computational Technology (CT) 0.944 1.000 0.544 0.742

Overall 0.758 0.958 0.665 0.718

For the subarea classification, grouping by area was also conducted to identify
cases that might be obscured by overall values or disproportionately contribute to the
agreement levels12. Four out of the 25 areas showed perfect agreement (κ = 1): one from
CF (Algorithms and Data Structures) and three from MT (Combinatorics, Differential and
Integral Calculus, and Linear Algebra). Most areas (52%) exhibited fair to substantial
agreement (0.20 < κ ≤ 0.8) with Databases (CT) achieving near-perfect agreement.

Two areas resulted in κ = NaN because only one subarea was represented for
each in the sample. As all instances were correctly classified, Cohen’s kappa is undefined

12Detailed results: https://github.com/Agents4Good/POSCOMP-RAG/blob/main/
reports/subarea_agreement.pdf.
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in these cases due to the absence of label variability. The remaining areas (four from CF
and one from MT) showed slight to poor agreement (κ ≤ 0.20):

• Programming Languages (CF) and Mathematical Logic (MT): Both included
some of the most frequent subareas in the complete dataset, causing an overrepre-
sentation in the sample which influenced the κ values. In the case of Mathematical
Logic, which was represented by a single subarea in the sample, 75% of classifi-
cations were correct, but κ = 0 because of the imbalanced label distribution.

• File and Data Organization (CF) and Programming Techniques (CF): Both
had very low representation (≤ 3 each) and were often misclassified.

• Programming Techniques (CF): This area was found particularly prone to con-
fusion due to overlapping subareas; in most cases, multiple could plausibly apply.

The difference in agreement levels between subarea and area classifications can
be attributed to three main factors. First, since classifications are performed sequentially
(area then subarea) errors may propagate between steps, affecting subarea agreement even
when area agreement is high. Second, subarea labels are inherently more specific than
area labels, and some questions may relate to multiple subareas simultaneously, increasing
the difficulty of reaching consensus. Finally, while each area branches into seven to ten
subareas, some areas include up to 20 subareas, making classification inherently harder.

RQ1: Overall, agreement between the LLM and human labels exceeds that between hu-
man evaluators, supporting the LLM’s reliability as an evaluator and validating the final
labels attributed by the model. Despite some challenges, area and subarea classification
provide, in most cases, thematically aligned labels. The observed agreement, especially
for area classification, supports the usage of these labels in the Retrieval-Augmented
Generation (RAG) process for retrieving thematically grouped questions.

5.2. RQ2: Quality of the generated MCQs

Initially, since both LLM-as-a-judge and human evaluations were conducted for the 120
generated MCQs, agreement between them was assessed. To this end, the quadratic ver-
sion of Cohen’s kappa (denoted as κ) was employed, as it is better suited for ordinal
classifications such as those used in the evaluation rubric. The agreement between human
evaluators (in the initial annotation) was κ = 0.512, while the agreement between human
and LLM evaluations was higher, at κ = 0.641. These findings support the viability of
using LLM-as-a-judge for evaluating MCQs in future studies employing this rubric.

For the primary analysis of MCQ quality, the final human evaluation scores were
adopted as the ground truth. This choice ensures a consistent basis for analysis grounded
in rigorously adjudicated human judgments. To complement this, all evaluations were
also replicated using the LLM-as-a-judge approach13, and the results were generally con-
sistent with those presented in this subsection, particularly regarding relative differences.

Given that rubric items are rated in an ordinal scale, an approach for summariz-
ing overall question quality was devised, computing the frequency of each score class
per question. These metrics are referred to as count 1 (number of items rated “1”,
no), count 2 (“2”, more or less), and count 3 (3, “yes”). For instance, comparing

13Full report: https://github.com/Agents4Good/POSCOMP-RAG/blob/main/
reports/llm-as-a-judge-quality-summary.pdf
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count 3 values can quickly inform on question quality: questions with more rubric
items rated as 3 are considered of higher quality than those with fewer.

The effectiveness of the few-shot (FS) approach using RAG was evaluated by
comparing it to a zero-shot (ZS) baseline that relied solely on the base LLM’s knowledge.
On average, questions generated through FS met more quality criteria, receiving a mean
of 10.6 rubric items rated as 3 (“yes”), compared to 7.3 for the ZS baseline. Another
notable difference was observed in failure rates: ZS generations had a higher average of
items rated as “no” (3.7) than FS generations (0.4). This indicates that the RAG strategy
effectively benefits in reducing quality flaws and mitigating common generation failures.
From the ZS-generated questions, nearly half (48%) failed to meet at least half of the
rubric items, whereas over 88% of FS questions satisfied at least 9 out of 12 (75%) criteria.

In the inter-model comparison, Qwen3-32B consistently achieved the best results,
showing almost no difference between the FS and ZS settings in terms of count 3; this
can be attributed to the model’s inherent reasoning capabilities, which are active by de-
fault. All other models benefited from the RAG strategy, particularly GPT-3.5 Turbo,
Llama 3.2 3B, and Llama 3.3-70B, with increases in count 3 ranging from 4.5 to
6 items. Notably, Gemma 3 4B, despite being one of the smallest models evaluated,
achieved an average of 9.75 rubric items rated as 3 in the ZS setting, increasing to 11 un-
der FS prompting. Table 5 presents the average number of rubric items (out of 12) rated
as 3, 2 and 1, respectively, for each model in both settings, along with overall averages.

Table 5. Average count of rubric items per rating, model and setting

count 3 (“yes”) count 2 (“more or less”) count 1 (“no”)

Model Zero-Shot Few-Shot Average Zero-Shot Few-Shot Average Zero-Shot Few-Shot Average

Llama 3.2 3B 3.500 8.167 5.833 1.167 2.667 1.917 7.333 1.167 4.250
GPT-3.5 Turbo 4.833 10.917 7.875 0.500 0.583 0.542 6.667 0.500 3.583
Llama 3.3-70B 6.583 11.333 8.958 1.417 0.250 0.833 4.000 0.417 2.208
Gemma 3 4B 9.750 11.000 10.375 1.583 0.833 1.208 0.667 0.167 0.417
Qwen3-32B 11.750 11.500 11.625 0.250 0.500 0.375 0.000 0.000 0.000

Additionally, the same human evaluators who conducted the quality assessment
also evaluated the usability of the generated questions as a quick quality check. In the
FS setting, 46 out of 60 questions (over 75%) were deemed usable as-is—meaning they
had the correct number of options, were clearly worded, and included a single correct
answer—while 10 required only minor adjustments. In contrast, under the ZS setting,
more than half of the questions (33) were considered unusable, often due to improper for-
matting as multiple-choice questions. A model-level analysis revealed that all questions
generated by GPT-3.5 Turbo in the ZS setting were judged unusable, whereas in the FS
setting, every question it produced was deemed usable with minor or no revisions.

A final comparison was conducted to evaluate cost-efficiency. Generation costs
were collected and summarized for all models and configurations. As expected, the FS
strategy incurred higher costs than the ZS baseline due to longer prompts, with increases
ranging from 75% to over 11× (the latter for GPT-3.5 Turbo, mainly due to its output token
pricing). Although the cost of generating a single question was generally low (Qwen3-
32B was the most expensive, at just over $0.01 per question, due to its ”thinking” tokens),
these costs scale rapidly when generating larger volumes. From a cost-efficiency perspec-
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tive, the Gemma 3 4B model stood out: when paired with the RAG strategy, it achieved
quality comparable to Qwen3-32B while being more than 35× cheaper.

RQ2: Based on human evaluations, questions generated using the RAG approach met,
on average, 27% more quality criteria compared to the zero-shot baseline, while also
reducing the same proportion of flaws. This improvement was consistent across nearly
all models, with increases ranging from 4.5 to 6 out of 12 criteria. These findings indi-
cate that the RAG strategy effectively enhances MCQ quality, primarily by serving as a
guardrail that mitigates common generation failures, specially for smaller models.

6. Threats to Validity
Several potential threats to the validity of this study were identified and addressed. One
primary concern involves construct validity in the dataset structuring. Since no publicly
labeled POSCOMP dataset was available, an LLM-based approach was used for area
and subarea classification, which introduces a risk of misclassification. To mitigate this,
Self-Consistency (SC) and Self-Refine (SR) techniques were applied to enhance label re-
liability. Another limitation concerns the scope of validation: although the sample was
selected to reflect the overall distribution of the dataset, it was not feasible to include ques-
tions from all subareas, which may limit the generalizability of the agreement findings.

Threats related to internal validity were also identified during the evaluation of the
generated MCQs. To minimize potential confirmation bias among researchers in this part
of the study, two evaluators had no prior involvement with this work. Moreover, to ensure
the reliability of automated evaluations, the LLM-as-a-judge was deliberately not used
in the generation phase (GPT-4.1), mitigating potential self-enhancement bias. Lastly, to
address external validity concerns stemming from reliance on a single model, the impact
of the RAG strategy was assessed across a diverse set of LLMs.

7. Conclusion and Future Work
Crafting high-quality, domain-specific MCQs for high-stakes assessments like
POSCOMP is a significant challenge. This paper addressed that challenge by propos-
ing and evaluating a comprehensive methodology that leverages LLMs for automated
question generation. A key contribution of this study is the creation of a new dataset com-
prising 1,340 past POSCOMP questions, enriched with area and subarea classifications
generated by an LLM and validated through human adjudication.

The RAG-based strategy at the core of this work demonstrated strong effectiveness
in enhancing question quality and reducing generation flaws. The average number of
rubric items rated as “no” (indicating failure to meet a criterion) decreased from 3.7 in the
zero-shot setting to just 0.4 in the few-shot setting, underscoring RAG’s value in bridging
knowledge gaps and improving output reliability. Small models like Gemma 3 4B, when
combined with RAG, delivered quality comparable to larger models at 35× lower cost,
reinforcing the feasibility of adopting this strategy in scalable, cost-sensitive applications.

Several promising directions emerge for future work. First, the evaluation rubric
could be further refined and validated for greater consistency and applicability. The pro-
posed methodology could also be tested on other assessments (e.g., ENEM) to explore its
generalizability across different domains. Additionally, it may serve as a foundation for
more robust MCQ generation pipelines, including those using multi-agent systems.
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