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Abstract. Education 5.0, powered by advances in Large Language Models
(LLMs), fosters personalized, accessible, and student-centered learning expe-
riences. In this context, the automated generation of multiple-choice questions
(MCQs) emerges as a promising solution to support scalable and adaptive as-
sessment. The effectiveness of this process largely depends on the quality of
instructions provided to LLMs—defined through Prompt Engineering (PE). We
present a comparative analysis of five PE, to MCQ generation in the domain of
Requirements Engineering using four different LLMs. The evaluation combines
cross-model assessments and human pedagogical validation based on linguis-
tic and educational criteria. Results provide insights for a more critical and
effective adoption of LLMs in educational contexts.

Resumo. A Educagdo 5.0, impulsionada pelos avangcos em Grandes Modelos
de Linguagem (LLMs), promove experiéncias de aprendizagem personalizadas,
acessiveis e centradas no estudante. Nesse contexto, cresce o interesse por me-
todologias automatizadas de avaliacdo, como a geragdo de questoes de miiltipla
escolha (MCQs). A eficdcia dessas abordagens depende diretamente da quali-
dade das instrugoes fornecidas aos modelos, ou seja, da Engenharia de Prompt
(PE). Este trabalho analisa comparativamente cinco técnicas de PE, aplica-
das a geragcdo de MCQs na drea de Engenharia de Requisitos, utilizando qua-
tro LLMs. Combinou-se a avaliagcdo cruzada entre modelos e validagdo pe-
dagogica humana, com base em critérios linguisticos e educacionais. Os resul-
tados contribuem para a adogdo mais critica e eficiente dos LLMs na educacdo.

1. Introducao

Com o avango dos Grandes Modelos de Linguagem (LLMs), a Educagdo 5.0 propde um
novo paradigma educacional, no qual a Inteligéncia Artificial (IA) € integrada de maneira
personalizada aos processos de ensino e aprendizagem [Maity and Deroy 2024, Parker
2024]. Um dos pilares dessa nova abordagem ¢é a ado¢do de mecanismos dindmicos para
supervisionar o processo de aprendizagem, possibilitando diferentes contextos de ensino,
contribuindo para a redugdo da sobrecarga docente [Baral et al. 2024, Xiao et al. 2024].

A adoc@o crescente de LLMs em ambientes de aprendizagem tem impulsionado
avangos em dreas como feedback automatizado [Meyer et al. 2024, Koutcheme et al.
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2024], corre¢ao discursiva [Jauhiainen 2024, Jia 2024] e geracdo de perguntas abertas ou
fechadas [Tran et al. 2023, Wang et al. 2022]. Neste contexto, destaca-se o potencial
de LLMs para apoiar praticas de ensino que antes exigiam alto esforco manual por parte
de docentes. Entre essas praticas, a geracao automatica de Questdes de Multipla Escolha
(MCQs, do inglés, Multiple Choice Questions) surge como uma abordagem estratégia,
com capacidade de escalar avaliacdes personalizadas, rdpidas e contextualizadas as ne-
cessidades dos estudantes [Li and Zhang 2024, Scaria et al. 2024a].

Mesmo diante desse cendrio inovador, persistem desafios significativos relacio-
nados a consisténcia, a relevancia pedagdgica e ao nivel de complexidade das questdes
geradas automaticamente. Parte desses entraves decorre do uso de prompts—instrucoes
textuais fornecidas ao modelo de linguagem para guiar sua resposta—que, quando formu-
lados de maneira genérica ou mal estruturada, ndo exploram adequadamente o potencial
dessas tecnologias. Portanto, a qualidade das questdes produzidas depende diretamente
da forma como os LLMs sdo instruidos, ou seja, das estratégias de Engenharia de Prompt
utilizadas. Embora técnicas como zero-shot, few-shot e chain-of-thought venham sendo
empregadas com frequéncia, ainda sdo escassas as andlises comparativas que investigam,
de forma sistemadtica, os efeitos dessas abordagens em contextos especificos no ensino
superior [Li and Zhang 2024, Mazzullo and Bulut 2024].

Diante desse cendrio, este trabalho propde uma andlise comparativa entre cinco
técnicas de Engenharia de Prompt: zero-shot, few-shot, chain-of-thought, exemplar-
guided e template-based, aplicadas a geracdo de MCQs utilizando quatro LLMs distintos,
a saber os modelos Qwen, LLaMA, Gemma e DeepSeek. A investigacdo concentra-se
na drea de computacdo, especificamente no contexto de Engenharia de Requisitos. A
questao de pesquisa que orienta este estudo é: qual técnica de Engenharia de Prompt é
mais eficaz na geragdo de MCQs, considerando critérios de qualidade, diversidade, re-
levancia e complexidade, no contexto da Engenharia de Requisitos? Além de responder
a essa questdo principal, este trabalho também busca: (a) analisar como cada critério de
qualidade (fluidez, diversidade, relevancia e complexidade) influencia na avaliagdo geral
das questdes produzidas; (b) examinar o desempenho relativo dos diferentes LLMs em
combinacdo com as técnicas de prompting utilizadas, identificando quais configuracdes
geram melhores resultados; (c) realizar uma anélise qualitativa de exemplos de questdes
com alta e baixa pontuagdo, buscando identificar padrdes recorrentes que contribuam para
orientar boas praticas na geracdo automatica de avaliacdes educacionais; (d) comparar as
avaliacoes atribuidas por LLMs, por meio de avaliacdo cruzada, com aquelas realizadas
por docentes humanos, a fim de investigar o grau de concordancia entre julgamentos au-
tomatizados e pedagdgicos na educagao 5.0.

Ao integrar andlise comparativa de técnicas de Engenharia de Prompt entre os
LLMs e docentes, esta pesquisa contribui para a compreensao critica do uso de LLMs
na geracao de instrumentos de aprendizagem. Destaca-se que os resultados apresentaram
razodvel consisténcia entre as avaliacdes das LLMs e dos docentes. Também evidenciou-
se que as técnicas de prompt sdo influenciadas pela arquitetura de cada LLM.

Este artigo estd estruturado da seguinte maneira: A sessdo 2 trata da
fundamentagdo tedrica, enquanto a sessdo 3 discute sobre trabalhos relacionados. J4 a
sessdo 4 discorre sobre a metodologia adotada neste estudo e a sessdo 5 apresenta e dis-
cute os resultados evindenciados.
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2. Fundamentacao Teérica

Esta secdo apresenta o arcaboucgo tedrico desta proposta, abordando os principios da
Educacao 5.0, o papel dos LLMs como ferramentas de inteligéncia aumentada e seu uso
na geracao de questdes por meio de técnicas de Engenharia de prompt.

2.1. Educacao 5.0 e o Papel das LLLMs na Aprendizagem

A Educacio 5.0 representa uma evolucao no paradigma educacional ao integrar tecnolo-
gias digitais de forma humanizada e intencional ao processo de ensino e aprendizagem.
Seu foco estd em promover experi€ncias mais ativas e personalizadas de aprendizagem,
indo além da mera digitalizacdo de contetdos [Maity and Deroy 2024]. Neste contexto,
essa abordagem incorpora tecnologias como IA para fomentar préticas educacionais mais
acessiveis, inclusivas e adaptativas [Maity and Deroy 2024].

Neste cenario, os LLMs emergem como ferramentas promissoras para apoiar o tra-
balho docente em tarefas mediadas por linguagem natural. Entre as principais aplicagdes,
destacam-se: producao de conteudo, a geracdo de feedback formativo e, elaboracdo de
avaliagOes automatizadas [Xiao et al. 2024, Meyer et al. 2024]. Dentro deste contexto, a
geracdo automdtica de MCQ tem se mostrado relevante por viabilizar a criacao répida de
instrumentos alinhados a objetivos pedagdgicos diversos [Tran et al. 2023].

A elaboragdo de MCQs com apoio de LLMs requer estratégias instrucionais
que orientem a geracdo de contetido com coeréncia pedagdgica. Uma abordagem rele-
vante nesse contexto consiste em instruir o modelo a planejar a resposta ideal antes da
formulacdo da pergunta, principio que contribui para maior controle temdtico e alinha-
mento educacional [Li and Zhang 2024]. Outra prética recorrente envolve a adaptacio
dos LLMs para operar com diferentes niveis da Taxonomia de Bloom, promovendo a
geracdo de questdes que variam desde o reconhecimento factual até a andlise critica [Sca-
ria et al. 2024a]. Em contextos mais técnicos, como a Computagdo, essas abordagens
tém sido aplicadas com ganhos de produtividade, especialmente em disciplinas como
programacao e algoritmos, embora ainda exijam validacdo humana para garantir o alinha-
mento pedagdgico [Tran et al. 2023].

2.2. Geracao de MCQs com LLMs e os Desafios do Prompting

Apesar dos avangos na aplicacao de LLMs na geracao de MCQs, existem inconstisténicas
significativas na qualidade das perguntas produzidas, especialmente em aspectos como
clareza, relevancia e complexidade das questdes [Scaria et al. 2024a,Tran et al. 2023]. Es-
sas limitacOes estdo diretamente relacionadas a maneira como os modelos s@o instruidos,
ou seja, o design do prompt [Li and Zhang 2024, Maity and Deroy 2024].

Neste cendrio, ganha destaque a Engenharia de Prompt, campo emergente dedi-
cado a formulacdo de instrugdes textuais que orientam o comportamento dos modelos,
influenciando diretamente a adequacdo pedagdgica das respostas geradas [Baral et al.
2024, Scarlatos et al. 2024]. Diversas técnicas de prompting vém sendo exploradas na li-
teratura com o objetivo de orientar os LLMs de forma mais eficaz em tarefas educacionais
especificas, como a geracdo de questdes de multipla escolha (MCQs).

A técnica conhecida como zero-shot prompting consiste em fornecer ao modelo
apenas a descri¢ao da tarefa, sem exemplos adicionais. Embora seja uma abordagem

1349



X1V Congresso Brasileiro de Informética na Educacdo (CBIE 2025)
Anaisdo XXXVI Simpoésio Brasileiro de Informética na Educacdo (SBIE 2025)

simples e eficiente, ela tende a gerar respostas inconsistentes ou genéricas, sobretudo em
dominios complexos [Maity and Deroy 2024, Baral et al. 2024].

Ja o few-shot prompting inclui a apresentacdo de exemplos ilustrativos junto a
tarefa. Essa estratégia melhora a consisténcia e a qualidade das respostas, sendo especi-
almente util em tarefas que exigem inferéncia, estrutura ou aplicacdo de padrdes concei-
tuais [Li and Zhang 2024, Scaria et al. 2024a].

No caso do chain-of-thought prompting, busca-se induzir o modelo a explicitar
as etapas do raciocinio antes de apresentar a resposta final. Essa técnica tem se mostrado
eficaz em atividades que demandam anélise 16gica, interpretacdo ou resolu¢do matematica
[Koutcheme et al. 2024, Mazzullo and Bulut 2024].

O exemplar-guided prompting € uma variagao do few-shot prompting, na qual os
exemplos sdo elaborados especificamente para o dominio da tarefa. Isso proporciona
maior alinhamento semantico e pedagdgico, sendo particularmente vantajoso em areas
técnicas e conceituais, como a educa¢do matematica [Baral et al. 2024].

Por fim, o template-based prompting utiliza estruturas fixas de enunciado ou for-
muldrios semanticos padronizados. Essa abordagem favorece a padronizacgao e a replica-
bilidade na geracdo de questdes, sendo amplamente adotada em contextos de avaliacao
automatizada [Wang et al. 2022].

Apesar da ampla adocao das técnicas de prompting na literatura, sdo poucos 0s
estudos que realizam andlises comparativas sistemdticas entre essas abordagens, especial-
mente considerando multiplos critérios como diversidade das questdes geradas, relevancia
pedagdgica, custo computacional e escalabilidade. No trabalho de Scarlatos et al. 2024,
esse desafio € parcialmente enfrentado por meio do uso de aprendizado por reforco para
otimizar prompts com base em critérios de validade educacional. Ja Estévez-Ayres et al.
2024 explora o uso de LLMs no contexto de cursos técnicos, mas sem tratar de forma
aprofundada as escolhas de prompting como varidvel experimental critica.

O estudo de Schorcht et al. 2024 investiga diferentes estilos de prompting aplica-
dos a resolucdo de problemas matematicos, com €nfase na qualidade pedagogica das res-
postas. Embora traga contribui¢cdes relevantes sobre o impacto desses estilos, ndo aborda
a geracdo de questdes nem realiza avaliacdo automatizada. J4 Amyeen 2023 propde uma
arquitetura baseada em transformers para geracdo e avaliacdo automdtica de questdes
educacionais, mas limita-se a utilizacdo de um unico modelo de linguagem.

Em Maity et al. 2023, os autores exploram técnicas como zero-shot e few-shot
na geracdo de questdes, com avaliacdo conduzida por especialistas humanos. Apesar dos
resultados promissores, ndo ha comparacdo entre os LLMs, o que também ocorre em Li
and Zhang 2024, que examina o impacto da variacdo de exemplos em prompts, mas sem
diversificacao de modelos ou anélise automatizada.

Estudos como Hang et al. 2024 e Tran et al. 2023 concentram-se na comparagao
entre LLMs. O primeiro apresenta o sistema MCQGen e propde critérios objetivos de
avaliagdo automatizada através de uma abordagem que inspira diretamente a metodologia
deste trabalho; contudo, ambos nao exploram diferentes técnicas de engenharia de prompt
e carecem de avaliacdo pedagdgica estruturada por humanos.

Os trabalhos de Scaria et al. 2024a e Scaria et al. 2024b se destacam por englo-
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barem multiplas técnicas de prompting e validacdo humana, mas ndo realizam avalia¢ao
cruzada automatizada entre LLMs nem apresentam andlise comparativa sistematica entre
modelos. De forma complementar, Scarlatos et al. 2024 propde o uso de aprendizado por
refor¢o para melhorar a qualidade das saidas geradas por LLMs, enquanto Estévez-Ayres
et al. 2024 avalia esses modelos em cursos técnicos, com foco no uso de ferramentas de
IA para feedback. Por fim, de Amorim da Silva et al. 2025 se diferencia pela aplicacdo da
teoria de resposta ao item (IRT) para avaliar MCQs geradas por LLMs, mas ndo explora
multiplas técnicas de engenharia de prompt.

De modo geral, a literatura atual trata o problema de forma fragmentada, ora enfa-
tizando os diferentes estilos de prompting, ora focando na qualidade das respostas ou nos
modelos utilizados. Em contraste, este trabalho propde uma abordagem mais integrada
e sistematica, comparando multiplas técnicas de engenharia de prompt em quatro LLMs
distintos. A avaliacdo combina métricas automatizadas e andlise pedagdgica conduzida
por especialistas humanos, promovendo uma perspectiva mais ampla e criteriosa. Com
isso0, busca-se fornecer evidéncias mais sélidas para o uso critico, reflexivo e alinhado aos
principios da Educacao 5.0.

A Tabela 1 apresenta uma comparacao entre esta proposta e os principais trabalhos
da literatura, considerando os seguintes aspectos: uso de multiplas técnicas de engenharia
de prompt, comparacio entre diferentes LLMs, presenga de avaliagdo automatizada por
LLM, participagdo de avaliadores humanos e foco especifico em questdes de MCQs.

Tabela 1. Comparacao entre o presente estudo e trabalhos relacionados

Referéncia PE LLMs Avaliacdo por LLMs Avaliacio por Humanos MCQs

Este trabalho

[Schorcht et al. 2024]
[Amyeen 2023]

[Maity et al. 2023]

[Hang et al. 2024]

[Tran et al. 2023]

[Scaria et al. 2024a]
[Scaria et al. 2024b]

[Li and Zhang 2024]
[Scarlatos et al. 2024]
[Estévez-Ayres et al. 2024]
[de Amorim da Silva et al. 2025] X

Nota: PE = compara técnicas de Engenharia de Prompt; LLMs = compara diferentes modelos de
linguagem; Aval. LLM = avalia¢@o automdtica realizada por LLMs; Aval. Hum. = avaliacdo
realizada por humanos; MCQs = foco na gerac¢do de questdes de multipla escolha.

XX NN X X NSNS
NAUX X NN X% %%
NN X XXX\ %N %S
SASASNSSNSNSISXS®%SNS
DRl TN N N N N N NE SN

3. Metodologia

Este estudo propde uma analise comparativa do desempenho de cinco técnicas de PE, sdo
elas: zero-shot, few-shot, chain-of-thought, exemplar-guided e template-based, aplicadas
a quatro LLMs de cédigo aberto: Qwen [Team 2024b], LLaMA [AI 2024], Gemma [Team
2024a] e DeepSeek [DeepSeek-Al 2025]. O objetivo central € investigar como diferentes
estratégias de prompting influenciam a qualidade, a diversidade e a complexidade das
MCQs geradas por LLMs.
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3.1. Geracao das Questoes de Muiltipla Escolha

Foram geradas MCQs a partir de modelos representativos das LLMs selecionadas para
este estudo, combinadas com as técnicas de engenharia de prompt. Em particular, os
respectivos modelos para cada LLM sao: Qwen (gwen-qwq-32b), LLaMA (LLaMA-3.1-
8b-instant), Gemma (gemma2-9b-it) e DeepSeek (deepseek-r1-distill-LLaMA-70b). Ja as
cinco técnicas de engenharia de prompt selecionadas sdo zero-shot, few-shot, chain-of-
thought, exemplar-guided e template-based. Cada LLM foi responsavel por gerar cinco
questdes para cada técnica, resultando em 25 questdes por modelo e um total de 100
questoes. A geracdo foi realizada via Interface de Programacao de Aplicacoes (API, do
inglés, Application Programming Interface) da Groq', com automagio implementada em
Python 3.10, utilizando bibliotecas como pandas e dotenv.

3.2. Etapas Avaliativas

Na avaliacao cruzada entre LLMs, cada modelo atuou como avaliador das 75 MCQs ge-
radas pelos outros trés modelos (3 modelos x 5 técnicas x 5 questdes = 75), evitando
possiveis vieses decorrentes de autoavaliagdo. Cada questao foi avaliada em 5 critérios
(conforme definido na Secao 3.3), resultando em 1.500 avaliacdes automatizadas (4 ava-
liadores x 75 questdes x 5 critérios). Para tanto, foram realizadas requisi¢cdes as APIs
das LLMs. Em etapa posterior, todos os arquivos foram lidos e unificados em um tinico
dataframe por meio da biblioteca pandas e da linguagem de programacao python.
Cada uma das 700 linhas da base consolidada representa uma avaliacdo aplicada a um
critério especifico de uma questao.

A etapa de avaliacdo humana fundamentou-se na estratégia de triangulagdo pro-
posta por [Denzin 1978], que defende o uso de multiplos observadores como forma de
aumentar a confiabilidade e a validade das interpretagdes cientificas, além de minimi-
zar os vieses individuais e promover uma andlise mais robusta, ao integrar diferentes
pontos de vista. Portanto, as 100 questdes de multipla escolha geradas pelos quatro mo-
delos foram analisadas de forma independente por quatro docentes com experiéncia em
Computagao e Engenharia de Software, atuantes nos cursos de Sistemas de Informacao,
Ciéncia da Computagao e Engenharia de Software. A avaliagdo seguiu rigorosamente os
mesmos critérios e escalas definidos na Se¢do 3.3, permitindo a comparacao direta com
os julgamentos automatizados realizados pelas LLMs.

Para viabilizar o processo, foi desenvolvida uma aplicacdo web personalizada,
composta por um formuldrio em HTML, backend em Flask e ldgica interativa em
JavaScript. As questdes foram apresentadas sequencialmente, uma por vez, para
que os avaliadores atribuissem as pontuagdes conforme os critérios estabelecidos. As
respostas foram registradas automaticamente em arquivos no formato JSON, contendo
os identificadores do modelo de LLM, da técnica de engenharia de prompt, da questao
avaliada e as respectivas pontuacgdes atribuidas.

3.3. Critérios de Avaliacao

Ambas as etapas avaliativas, apresentadas na Secao 3.2, utilizaram a mesma métrica, com-
posta por cinco critérios qualitativos propostos por Hang et al. 2024: fluidez gramatical,

'"https://console.groq.com/
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capacidade de resposta, diversidade, complexidade e relevancia. Cada critério foi ava-
liado em escala Likert de 1 a 5, conforme descrito na Tabela 2, que apresenta a rubrica
utilizada para interpretagdo dos escores.

Tabela 2. Critérios de avaliagao adotados para avaliagao docente e por LLMs.

Critério Descricao e Exemplo

Fluidez gramatical Linguagem clara, coesa e correta.
Ex: sem erros gramaticais; frases bem estruturadas.

Capacidade de resposta  Apenas uma alternativa deve ser claramente correta, sem ambiguidade.
Ex: evita empates entre duas opcoes igualmente plausiveis.

Diversidade Variedade na formulag@o das perguntas, evitando repeti¢des.
Ex: ndo repetir sempre o mesmo tipo de estrutura ou foco.
Complexidade A questdo deve exigir algum nivel de raciocinio ou interpretagao.
Ex: evita perguntas obvias ou cuja resposta salta aos olhos.
Relevancia Conexao direta com o contetido de Engenharia de Requisitos.

Ex: evita perguntas genéricas ou fora do escopo temdtico.

O critério fluidez gramatical considera a clareza, coesao e corre¢ao do enunciado,
assegurando que as frases estejam bem estruturadas e livres de erros. A capacidade de res-
posta refere-se a clareza da formulagdo da pergunta, avaliando se ela permite identificar
uma unica alternativa correta, sem ambiguidade entre as op¢des. O critério diversidade
diz respeito a variacdo temadtica, estrutural e estilistica das questdes, evitando repeticoes
excessivas ou padronizacdes mecanicas. Ja a complexidade analisa o nivel de raciocinio
exigido para responder corretamente, sendo inspirado na Taxonomia de Bloom e conside-
rando desde conhecimentos factuais até habilidades analiticas. Por fim, a relevancia avalia
o grau de alinhamento entre a questao e o conteido programatico da disciplina, neste caso,
Engenharia de Requisitos, rejeitando formula¢des genéricas ou fora do escopo.

4. Resultados e Discussoes

Nesta secdo, apresentam-se os principais resultados da avalia¢do das técnicas de PE uti-
lizadas para geracdo das MCQs. A andlise considerou cinco critérios qualitativos: flui-
dez, resposta, diversidade, complexidade e relevancia. Os dados foram avaliados por
docentes especialistas e, paralelamente, por meio de uma avaliagdo cruzada entre os
proprios LLMs. A seguir, discutem-se quatro abordagens complementares para identi-
ficar a técnica de prompt mais eficaz.

4.1. Desempenho Geral das Técnicas de Engenharia de Prompt

Inicialmente, calculou-se a média geral das notas atribuidas a cada técnica, considerando
todos os critérios combinados. Os resultados, apresentados na Figura 1, indicam que a
técnica zero-shot obteve o melhor desempenho médio global, destacando-se consisten-
temente na fluidez (4,57), resposta (4,81) e relevancia (4,42). Essa técnica demonstrou
equilibrio entre clareza, precisdo e adequagdo sem exigir exemplos adicionais no prompt,
configurando-se como uma estratégia eficiente e de baixo custo de implementacao.

A técnica few-shot também apresentou bom desempenho geral, com destaque para
a resposta (4,58) e fluidez (4,37). Por sua vez, a técnica template-based obteve médias
equilibradas, sendo relevancia (4,33) um de seus pontos altos, reforcando sua capacidade
de gerar questdoes semanticamente adequadas. Em contraste, a técnica chain-of-thought
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Figura 1. Média das avaliagoes

registrou os menores indices médios entre todas as abordagens, notadamente em comple-
xidade (2,67) e diversidade (3,10), evidenciando sua limita¢ao no contexto especifico da
geracdo de questdes de multipla escolha com propdsito educacional.

4.2. Técnicas de Engenharia de Prompt vs Critérios de Avaliacao

Com o objetivo de comparar o desempenho das técnicas de engenharia de prompt segundo
os critérios estabelecidos, foram gerados graficos de barras individuais por métrica: flui-
dez, resposta, diversidade, complexidade e relevancia. Cada grafico apresenta as notas
médias atribuidas por docentes e por modelos LLMs, permitindo uma andlise detalhada e
contrastiva entre as perspectivas humana e automatizada.

A Figura 2 apresenta as médias obtidas nas avaliacdes de cada técnica de PE para
o critério fluidez. Observa-se que todas as técnicas obtiveram avaliagdes altas em flui-
dez, com destaque para zero-shot e template-based, que superaram a média de 4,7 nas
avaliagoes das LLMs. Os docentes também atribuiram boas notas a essas técnicas, indi-
cando consenso quanto a clareza textual das questdes geradas. No critério de resposta,
mostrado na Figura 3, as médias continuam elevadas em ambas as fontes avaliativas. A
técnica zero-shot novamente se sobressai, sendo reconhecida por docentes e LLMs pela
coeréncia e adequacdo das alternativas em relagdo ao enunciado.

5
84
83
=
82
° Avaliador
Z,
mmm Docente
o mmm LLM

zero-shot few-shot chain-of-thought template-based exemplar-guided
Técnica de Prompt

Figura 2. Média das avaliacoes para o critério fluidez.

As divergéncias mais expressivas entre os grupos de avaliadores surgem nos
critérios de complexidade e diversidade. A Figura 4 contém o resultado das médias ob-
tidas por cada técnica de PE para o critério complexidade. Nota-se uma tendéncia geral
de avaliagdes mais baixas, com docentes atribuindo médias inferiores a 2,8 em varias
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Figura 3. Média das avaliagcoes para o critério resposta.

técnicas. A excecgdo € exemplar-guided, que se destaca com a maior média docente nesse
critério, sugerindo maior capacidade de gerar questdes desafiadoras.

N W & U

Avaliador
B Docente
o mmm (LM

zero-shot few-shot chain-of-thought template-based exemplar-guided
Técnica de Prompt

Nota Média

=

Figura 4. Média das avaliacGes para o critério complexidade.

No caso do critério diversidade, cujos resultados sao mostrados na Figura 5, en-
quanto as LL.Ms conferem notas mais homogéneas e altas em diversidade, os docentes sao
mais criticos, especialmente em chain-of-thought e template-based, indicando limitagcdes
na variacdo das alternativas geradas por essas técnicas.

Avaliador
mmm Docente
0 s LM

zero-shot few-shot chain-of-thought template-based exemplar-guided
Técnica de Prompt

w W

Nota Média
N

=

Figura 5. Média das avaliacoes para o critério diversidade.

Por fim, no critério de relevancia, mostrado na Figura 6, é possivel notar uma
avaliacdo bem alta feita por LLMs para todas as técnicas de PE, o que nio se repete
na avaliacdo feita por docentes. Esse descompasso evidencia que, embora os modelos
apresentem coeréncia em suas autoavaliagdes, os critérios pedagdgicos aplicados por es-
pecialistas humanos ainda se mostram mais rigorosos e sensiveis ao contexto educacional,
reforcando a necessidade de uma supervisao critica no uso dessas ferramentas em praticas
avaliativas. Dentre as técnicas de PE, a zero-shot foi aquela melhor avaliada por docentes
para o critério relevancia, seguida pela técnica exemplar-guided.
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Figura 6. Média das avaliagoes para o critério relevancia.

Em conjunto, os dados indicam que a técnica zero-shot é consistentemente bem
avaliada pelas LLMs, enquanto os docentes demonstram preferéncia por abordagens
como exemplar-guided e few-shot, especialmente nos critérios de maior subjetividade
interpretativa. Esses resultados reforcam a importancia de considerar diferentes perspec-
tivas na construgdo de estratégias de geracao de questdes educacionais assistidas por TA.

4.3. Técnicas de Engenharia de Prompt vs LLMs

Para identificar a técnica de engenharia de prompt com melhor desempenho para cada
LLM, foi gerado um mapa de calor tnico (Figura 7), o qual apresenta a média das notas
atribuidas as cinco técnicas avaliadas (zero-shot, few-shot, chain-of-thought, exemplar-
guided e template-based) em cada um dos cinco critérios: fluidez, resposta, diversidade,
complexidade e relevancia. Cada subfigura corresponde a uma LLLM especifica.

chain-of-thought
exemplar-guided
few-shot
template-based

zero-shot

(a) Llama (b) Qwen
chain-of-thought

Nota Média

exemplar-guided
few-shot

template-based

zero-shot

fluidez resposta diversid. complex. relevancia_ fluidez resposta diversid. complex. relevancia ~
(c) Deepseek (d) Gemma

Figura 7. Média das avaliacoes para o critério relevancia.

Na Figura 7 (a), o modelo LLaMA apresenta médias entre 3,1 e 4,6, com de-
sempenho relativamente bom em fluidez, resposta e relevancia, mas com quedas visiveis
nos critérios de complexidade e relevancia, especialmente para algumas técnicas de PE
como template-based e chain-of-thought. A técnica exemplar-guided obteve questdes
mais complexas, diversas e relevantes para o LLaMA, mas obteve o menor indice de
resposta—critério em que o zero shot se destacou para este modelo, seguido do template-
based e do few-shot. Técnicas como exemplar-guided e template-based demonstraram
ser mais consistentes em termos de fluidez, sendo ligeiramente superiores ao zero-shot.

Ja na Figura 7 (b), referente ao modelo Qwen, observa-se uma alta relevancia,
em geral, com notas de 4,6 a 4,8, onde o zero-shot demonstrou atingir a maior nota. O
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zero-shot também obteve desempenho superior nos quesitos resposta, diversidade, fluidez
e relevancia. J4 a técnica tremplate-based além de empatar com o zero-shot no quesito
fluidez, obteve o maior indice de complexidade. Em contraste, a técnica chain-of-thought
obteve desempenho consideravelmente inferior no quesito complexidade.

A Figura 7 (c), correspondente ao DeepSeek, revela um padrao mais homogéneo,
com médias equilibradas entre as técnicas, embora com leve vantagem para few-shot e
zero-shot em critérios como fluidez e resposta. O few-shot também se destacou de forma
significativa em termos de relevancia. O Deepseek apresentou as questdes com menor
complexidade, sobretudo quando combinado com as técnicas exemplar-guided e few-shot.

Por fim, a Figura 7 (d) mostra o desempenho do modelo Gemma, que apresenta al-
tos e consistentes indices em fluidez e resposta para todas as técnicas, com destaque para
few-shot e template-based, sobretudo nos critérios de complexidade e relevancia. O prin-
cipal resultado observado para o Gemma se reflete no desempenho da técnica exemplar-
guided, a qual obteve os mais altos indices para quase todos os critérios, exceto pelo
critério de resposta—onde ficou ligeiramente inferior.

Esses resultados evidenciam que o desempenho das técnicas de prompt ndo € uni-
forme entre os modelos: enquanto o zero-shot se destacou no Qwen e DeepSeek, técnicas
como exemplar-guided e template-based apresentaram maior efetividade no Gemma e
LLaMA. Isso indica que a interacdo entre a arquitetura da LLM e a estrutura do 3 influ-
encia diretamente na qualidade das questdes geradas.

4.4. Avaliacao Geral Docente

A Figura 8 ilustra as médias das avalia¢Oes realizadas exclusivamente pelos docentes para
cada técnica de PE, discriminadas por critério. Observa-se que a técnica exemplar-guided
obteve os melhores resultados em critérios como fluidez (4,36) e diversidade (3,45). Em
contraste, a técnica zero-shot manteve-se robusta em resposta (4,75) e relevancia (3,99),
sendo a mais bem avaliada para o critério resposta pelos docentes. A técnica chain-of-
thought obteve a avaliagdo mais baixa pelos docentes, apresentando as menores médias
em todos os critérios avaliados, incluindo fluidez (4,16), diversidade (2,40) e comple-
xidade (2,42), o que sugere sua inadequacdo ao formato de multipla escolha com foco
educacional na percepcdo pedagdgica.

5

4 _
w3 ] -
S = —
0
=
8
2 2 Técnica
= chain- of-thought
1 [ exemplar-guided
1 few-shot
[ template-based
0  =zero-shot
fluidez resposta diversidade = complexidade relevancia

Critério Avaliado

Figura 8. Média das avaliacoes docentes por critério avaliativo.

A anadlise visual do gréfico apresentado na Figura 9 reforca a percep¢do de que
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exemplar-guided foi a que obteve as melhores avaliagdes sob o olhar humano, conside-
rando todos os critérios. Por outro lado, o gréifico confirma que a chain-of-thought obteve
a menor avaliacao na média de todos os critérios.

chain-of-thought exemplar-guided few-shot template-based zero-shot
Técnica de Prompt

I

Avaliacao Média
N

Figura 9. Média das avaliacoes docentes por técnica de prompt.

5. Conclusao e Trabalhos Futuros

Este estudo investigou comparativamente o desempenho de cinco técnicas de PE apli-
cadas a geracdo automatizada de questdes de multipla escolha MCQs, por quatro mo-
delos LLMs, sob duas perspectivas avaliativas: agentes humanos (docentes especialis-
tas) e avaliacOes cruzadas entre modelos. Os resultados evidenciam que a técnica zero-
shot apresentou o melhor desempenho médio geral, destacando-se especialmente em
critérios como fluidez e coeréncia da resposta. Por outro lado, a técnica chain-of-thought,
embora amplamente explorada na literatura, mostrou desempenho inferior na maioria
dos critérios, indicando limitagdes em sua aplicac@o direta ao contexto educacional de
avaliacdo sob as condi¢des em que foi experimentada neste trabalho.

A anélise por modelo também demonstrou que a eficiacia das técnicas de prompt
varia de acordo com a arquitetura da LLM, o que sugere a importancia de calibragem
contextualizada. Além disso, observou-se relativa consisténcia entre os julgamentos dos
docentes e das LLMs, com variagdes pontuais que apontam para diferencas na percep¢ao
de qualidade entre avaliadores humanos e modelos.

Como limitagdes do estudo, destaca-se a utilizacdo de versdes gratuitas das
LLMs, que restringem ajustes finos nos parametros de geracdo (e.g., temperature, top-p).
Destaca-se o impacto do elevado consumo de tokens em técnicas mais complexas, como
chain-of-thought, que podem comprometer a completude das questdes. Embora exista
uma forte indicacdo de que o desempenho observado nessa técnica decorra da limitagao
de contexto, especialmente em prompts mais longos, ndo se pode descartar a influéncia
de fatores como a adequagdo semantica da técnica ao formato de MCQs. Ademais, ndo
foi realizada anélise de possiveis vieses linguisticos, culturais ou de género nas questoes
geradas, o que pode afetar a equidade das avaliagdes. Por fim, o estudo concentrou-se ex-
clusivamente no dominio da Engenharia de Requisitos, sendo recomendavel que futuras
pesquisas ampliem a investigac¢do para outros contextos educacionais.

Como trabalhos futuros, propde-se ampliar a analise com técnicas adicionais de
PE e modelos de maior capacidade, bem como investigar mecanismos autométicos de
avaliacdo com explicabilidade para apoiar docentes na curadoria de questdes geradas por
IA. Este trabalho representa um passo inicial na sistematiza¢do do uso pedagdgico de
LLMs para avaliacao formativa, com potencial de impacto na personaliza¢do do ensino e
na reducdo da carga docente.
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