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Abstract. LLMs can assist in the automatic generation of questions but require
internet access or robust infrastructure, which poses a barrier in low-resource
settings. Lightweight LLMs, capable of running offline on regular smartphones,
emerge as an alternative, although evidence regarding the quality of the gene-
rated content is still limited. This study investigates the use of such models to
generate math questions. A total of 59 questions were produced and evaluated
by a pedagogue, yielding mixed results. Most were considered usable, especially
those involving addition and subtraction, but showed conceptual, grammatical,
and semantic limitations. The study highlights the potential of lightweight LLMs
and the need for human review to ensure pedagogical quality.

Resumo. LLMs podem auxiliar na geração automática de questões, mas exi-
gem internet ou infraestrutura robusta, um obstáculo em contextos com poucos
recursos. LLMs leves (lightweight), que operam offline em smartphones co-
muns, surgem como alternativa, embora ainda faltem evidências sobre a qua-
lidade dos conteúdos gerados. Este trabalho investiga o uso desses modelos
para gerar questões de matemática. Foram produzidas 59 questões e avalia-
das por uma pedagoga, com resultados mistos. A maioria mostrou-se utilizável,
sobretudo em operações de soma e subtração, mas com limitações conceituais,
gramaticais e semânticas. O estudo destaca o potencial dos LLMs leves e a
necessidade de revisão humana para garantir qualidade pedagógica.
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1. Introdução

O ensino de matemática ocupa papel central na formação de competências essenciais para
a vida em sociedade, como o pensamento crı́tico, a capacidade de resolver problemas e o
raciocı́nio lógico. Entretanto, a promoção de uma aprendizagem significativa nessa área
permanece um desafio na educação básica brasileira, como evidenciam os resultados em
avaliações nacionais e internacionais de larga escala, como SAEB e PISA [OECD 2023,
Instituto Nacional de Estudos e Pesquisas Educacionais Anı́sio Teixeira (Inep) 2022].
Esses resultados revelam dificuldades de desempenho e ressaltam a necessidade de
soluções para apoiar estudantes e professores.

Tecnologias educacionais baseadas em inteligência artificial, como os Sistemas
Tutores Inteligentes (STIs), têm se destacado por proporcionar instrução personalizada
e feedback adaptativo, ajustando-se ao desempenho de cada estudante [Vanlehn 2006,
Xu et al. 2019]. No entanto, a ampla adoção dessas tecnologias ainda enfrenta barreiras,
sobretudo em escolas públicas e regiões remotas, devido à necessidade de infraestrutura
tecnológica (e.g., computadores para os estudantes interagirem com os STIs) e conecti-
vidade constante (e.g., muitas soluções são baseadas em internet) [Gasevic et al. 2018,
Soofi and Ahmed 2019].

Nos últimos anos, abordagens baseadas no paradigma de Inteligência Artificial na
Educação (AIED) desconectada1 [Isotani et al. 2023] vêm ganhando espaço por possibi-
litarem a utilização de recursos de IA em ambientes com poucos recursos tecnológicos,
aproveitando dispositivos acessı́veis como smartphones e contando com a mediação ativa
dos professores [Freitas et al. 2022, Portela et al. 2023, Veloso et al. 2023]. Propostas
como o MathAIde, um aplicativo móvel baseado nos princı́pios de STIs, demonstram
avanços nesse sentido ao permitir a avaliação e a geração de listas de atividades ma-
temáticas alinhadas à Base Nacional Comum Curricular (BNCC), mesmo em contextos
de acesso restrito à tecnologia [Rodrigues et al. 2024b]. Assim como outras soluções
baseadas em AIED desconectada, professores podem acessar o MathAIde com um dispo-
sitivo amplamente disponı́vel atualmente (i.e., smartphones) para explorar os benefı́cios
de STIs mesmo na falta de computadores, uma vez que o aplicativo permite gerar listas de
atividades personalizadas, imprimi-las, coletar a resoluções feitas por estudantes com pa-
pel e lápis, e avaliar e fornecer feedback personalizado para tais atividades após coletá-las
por meio da câmera do celular [Rodrigues et al. 2024a].

Apesar do potencial, a escalabilidade de soluções como o MathAIde permanece
desafiadora. Em particular, o MathAIde conta com uma base pré-definida de questões,
gerando limitações em termos da diversidade e demandas de atualização do banco de
questões [Rodrigues et al. 2024a]. Em um contexto mais amplo, para além do paradigma
de AIED desconectada, um dos principais desafios de STIs é a manutenção do compo-
nente pedagógico, que muitas vezes armazena as atividades educacionais que serão rea-
lizadas por seus usuários. Além disso, mesmo em contextos de ensino não baseados em

1Note que o paradigma de AIED desconectada difere do conceito desplugado, muitas vezes usado no
ensino de computação. Ao contrário do ensino de computação desplugado, por exemplo, o paradigma
de AIED desconectado não prevê soluções completamente offline ou independentes de tecnologias. O
AIED desconectado fomenta soluções alinhadas aos recursos disponı́veis e público-alvo, tirando vantagem
a infraestrutura disponı́vel em vez de exigir a aquisição de novos recursos (e.g., compra de computadores)
[Isotani et al. 2023].
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tecnologia, dada a necessidade de variar e personalizar atividades para turmas grandes e
heterogêneas, professores destacam o desafio de encontrar materiais relevantes para suas
aulas [Rodrigues et al. 2023, Guerino et al. 2024]

Os avanços em Grandes Modelos de Linguagem (LLMs) abre novas possibilida-
des para enfrentar as limitações de disponibilidade e acesso a recursos educacionais como
questões / atividades. Ao permitir a geração automática de questões (ou atividades), os
LLMs abrem caminho para maximizar a sustentabilidade de soluções como o MathAIde
com uma quantidade pseudo-infinita de opções. Similarmente, o uso direto desses mo-
delos pode empoderar professores na preparação de suas aulas. Porém, o acesso a esses
modelos é tradicionalmente feito via internet (e.g., interface web de ChatGPT ou De-
epSeek), pois exigem altos volumes de processamento. Embora isso gere restrições de
acesso a público com recursos tecnológicos limitados, estudos recentes têm explorado
o uso de LLMs de maneira offline, executando-os diretamente em smartphones. Isso
é possı́vel graças a técnicas de distilação e quantização, que reduzem o tamanho total
dos modelos e, consequentemente, os recursos necessários para utilizá-los. Dessa forma,
os LLMs podem fornecer apoio pedagógico em contextos com recursos limitados, seja
por meio de uso direto (e.g., professores interagem com o LLM) ou integrado em outras
soluções (e.g., como o MathAIde).

Apesar do potencial de executar LLMs offline em dispositivos móveis, desa-
fios práticos ainda limitam a ampla adoção dessas soluções em ambientes educacio-
nais. Como identificado em [Monteiro Santos et al. 2025], alguns desses desafios in-
cluem o consumo de memória e o tempo de resposta desses modelos. Além disso,
os autores também destacaram a necessidade de estudos que vão além dos aspectos
técnicos e exploram a qualidade do conteúdo gerado por LLMs otimizados para uso
offline em smartphones. Nesse contexto, existem pesquisas analisando a geração de
questões com modelos como o ChatGPT, majoritariamente na lı́ngua inglesa, reforçando
o potencial de utilizar LLMs para equipar STIs e professores na preparação de aula
[Sewunetie and Kovács 2023, Indran et al. 2024, Lee et al. 2024]. No entanto, para o
melhor de nosso conhecimento, pesquisas anteriores não investigaram a qualidade dos
conteúdos gerados em português brasileiro por LLMs otimizados para execução offline
em smartphones. Logo, existe uma lacuna empı́rica sobre a capacidade desses modelos
em gerar questões / atividades educacionais relevantes para o ensino de matemática no
contexto brasileiro.

Em direção à preencher a lacuna de pesquisa citada acima, neste trabalho em
andamento, investigamos o uso de LLMs leves para a geração automática de questões
matemáticas no contexto da educação básica brasileira, com foco em ambientes offline
e alinhamento à BNCC. O objetivo é analisar os desafios e potencialidades pedagógicas
dessa abordagem, contribuindo para a discussão sobre caminhos para uma educação ma-
temática mais equitativa e de qualidade em escolas com infraestrutura restrita.

2. Revisão da Literatura

O uso de STIs tem sido amplamente reconhecido como uma das abordagens mais efi-
cazes para a personalização do ensino de matemática, combinando inteligência artificial
e análise de dados para oferecer instrução e feedback individualizados [Vanlehn 2006].
Diversas pesquisas e meta-análises comprovam o impacto positivo dos STIs na aprendi-
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zagem matemática em diferentes nı́veis de ensino [Xu et al. 2019, Hillmayr et al. 2020].
No entanto, grande parte desses avanços permanece restrita a ambientes com boa
infraestrutura tecnológica, limitando seu alcance em contextos com poucos recursos
e, consequentemente, ampliando desigualdades educacionais [Soofi and Ahmed 2019,
Veloso et al. 2023].

Diante dessas limitações, o paradigma de AIED desconectado surge como res-
posta ao desafio de viabilizar tecnologias educacionais baseadas em inteligência arti-
ficial em regiões desconectadas ou com acesso limitado à internet [Isotani et al. 2023].
Nesse contexto, soluções que associam processamento local em dispositivos móveis, ar-
mazenamento offline e fluxos de trabalho centrados no professor têm buscado mitigar
a dependência de conectividade contı́nua e ampliar o acesso à educação de qualidade
[Portela et al. 2023, Freitas et al. 2022]. Em particular, a geração automática de questões
matemáticas surge como elemento fundamental nessas abordagens, pois permite adaptar
atividades às necessidades dos estudantes mesmo em contextos offline.

Tradicionalmente, a geração de questões nesses sistemas depende de bancos de
itens construı́dos manualmente por especialistas, o que limita a escalabilidade e a di-
versidade das atividades [Rodrigues et al. 2024a, Rodrigues et al. 2024b]. Apesar dos
avanços de soluções de AIED desconectada como o MathAIde, que combinam ban-
cos de itens alinhados à BNCC, rastreamento de conhecimento leve e análise automa-
tizada das respostas dos estudantes para apoiar o planejamento docente e fornecer fe-
edback imediato, o esforço manual necessário para a construção e manutenção desses
bancos limita a abrangência da solução [Rodrigues et al. 2024a, Rodrigues et al. 2024b,
Veloso et al. 2023]. Assim, torna-se essencial investigar métodos automáticos que am-
pliem a escala da geração de questões sem comprometer a qualidade pedagógica.

Diante desse cenário, estudos sobre a adoção local de novas tecnologias
para geração automática de questões matemáticas representam um passo fundamen-
tal para potencializar a personalização, ampliar a equidade e garantir a viabilidade
técnica de soluções educacionais inteligentes em ambientes desconectados. Notavel-
mente, a geração automática de questões tem sido investigada em diferentes pesquisas.
[Lee et al. 2024] utilizaram uma abordagem baseada em pesquisa e desenvolvimento para
propor um sistema de geração de questões que usa o ChatGPT e engenharia de prompt2,
alcançando evidências empı́ricas sobre a validade das questões geradas. Por sua vez,
[Indran et al. 2024] apresentam dicas práticas para o uso do ChatGPT na geração de
questões médicas, concluindo que a ferramenta tem forte potencial para apoiar educa-
dores. Similarmente, [Sewunetie and Kovács 2023] discutem o potencial do ChatGPT,
destacando a importância de garantir a qualidade do conteúdo geral.

Ou seja, enquanto a literatura demonstra o potencial e a relevância dos LLMs para
geração de questões, estudos anteriores são focados no ChatGPT e na lı́ngua inglesa, dei-
xando uma lacuna de conhecimento sobre a capacidade de modelos ajustados para uso
em contextos de baixo recurso do Brasil. Além disso, observa-se que grande parte des-
sas investigações sobre engenharia de prompt permanece em caráter empı́rico, sem uma
sistematização detalhada. Estratégias como a atribuição explı́cita de papéis ao modelo

2Engenharia de prompt refere-se ao processo de projetar e estruturar comandos (prompts) de forma
estratégica, a fim de orientar modelos de linguagem a produzir respostas mais relevantes e adequadas ao
contexto.
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como por exemplo, instruı́-lo a atuar como “um professor especialista em matemática
para crianças de 7 anos” são apontadas pela literatura como técnicas eficazes para me-
lhorar a clareza e o contexto das respostas, mas ainda pouco exploradas nesse domı́nio.
Logo, este trabalho em andamento apresenta um passo em direção a preencher tal lacuna
ao investigar a capacidade de um LLM leve, executado em um smartphone online, de
gerar questões matemáticas relevantes.

3. Metodologia
Este estudo explora o uso de um LLM leve para a geração automática de questões ma-
temáticas em ambientes desconectados (offline), por meio da execução local desses mo-
delos em dispositivos móveis com sistema Android. Em particular, este estudo em anda-
mento concentra-se em avaliar o comportamento de um LLM leve na geração de questões
matemáticas para o ensino fundamental, considerando a qualidade desses conteúdos com
base em aspectos como acurácia, completude, clareza e intenção de uso didático. Em-
bora não se proponha a oferecer uma solução definitiva, a pesquisa busca contribuir para
a compreensão inicial sobre os desafios e potencialidades envolvidas na adoção local de
LLMs em contextos educacionais com recursos restritos.

3.1. Arquitetura e Execução Local do LLM

O modelo utilizado neste estudo foi o gemma-2-2b-it-IQ3 M imat.gguf
[Team 2024], um LLM de pequeno porte, quantizado no formato .gguf, e compatı́vel
com execução offline por meio da biblioteca llama.cpp [Gerganov 2023]. O modelo
foi integrado em um aplicativo Android customizado, permitindo a geração de respos-
tas diretamente no dispositivo, sem necessidade de conexão à internet. O ambiente de
execução consistiu em um smartphone Samsung Galaxy A34, com sistema Android 14,
escolhido por representar uma configuração intermediária com ampla distribuição global
[StatCounter 2024]. A viabilidade de executar LLMs nesse dispositivo já havia sido de-
monstrada em estudo anterior [Monteiro Santos et al. 2025], o que reforça sua adequação
para testes em cenários educacionais com infraestrutura limitada. O aplicativo foi de-
senvolvido em React Native, com a engine de inferência em C++ embutida via NDK,
garantindo portabilidade e desempenho satisfatório.

A escolha do gemma-2-2b-it deve-se ao fato de que, embora existam outros
LLMs leves quantizados disponı́veis (como versões reduzidas de Phi, Mistral ou Llama),
este modelo se mostrou mais adequado para execução em dispositivos com recursos
tecnológicos limitados [Monteiro Santos et al. 2025], conciliando leveza computacional
com qualidade de geração de respostas em tarefas educacionais.

3.2. Processo de Geração de Questões

O fluxo operacional foi estruturado em três etapas principais. Primeiro, a definição de
um prompt base por tipo de operação matemática. Por exemplo, para questões de soma,
utilizou-se o enunciado “Usando menos do que vinte palavras, escreva uma situação
problema para avaliar o conhecimento de uma criança de sete anos na seguinte ha-
bilidade: Questão do aluno: Soma”. Segundo, a geração de múltiplas instâncias de
questões a partir desses prompts, utilizando o modelo LLM embarcado no dispositivo.
Terceiro, a tabulação das questões geradas para avaliação posterior. Ao, foram produzi-
das 59 questões, distribuı́das entre os quatro tipos básicos de operação (soma, subtração,
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multiplicação e divisão), com variações mı́nimas nos prompts, mantendo consistência
temática e operacional 3.

Dado que este é um estudo em andamento, optamos por não gerar um conjunto
extensivo de questões, realizando uma análise inicial focada nos quatro tipos de operações
básicas. Como resultado, essa abordagem possibilitou alcançar nosso objetivos de inves-
tigar o potencial de um LLM leve de forma robusta, com base na avaliação de uma pessoa
especialista (veja a Seção 3.3), o que seria desafiador e demorado com um conjunto ex-
tenso de questões. Por fim, vale notar que a estrutura dos prompts foi definida de forma
empı́rica, com base em observações diretas das respostas geradas, mas fundamentada em
princı́pios discutidos na literatura sobre geração de questões com LLMs, especialmente
quanto à importância de instruções claras, delimitação da habilidade e adequação à faixa
etária [Scaria et al. 2024, Li and Zhang 2024, Nikolovski et al. 2025].

3.3. Critérios de Avaliação Qualitativa
A avaliação das questões foi conduzida por uma pedagoga, graduada em Licenciatura
em Matemática pela Universidade Federal de Alagoas (UFAL), com experiência do-
cente na rede privada de ensino em Maceió, onde lecionou matemática para turmas dos
anos iniciais e finais do Ensino Fundamental ao longo de dois anos. Para estruturar a
análise, adotamos um formulário estruturado com base em princı́pios de pesquisa quali-
tativa em educação, conforme sugerido por [Creswell and Creswell 2017] e por estudos
sobre tutores inteligentes e avaliação de interações educacionais [Graesser et al. 2004,
Vanlehn 2006]. Embora essas obras não abordem diretamente a avaliação qualitativa de
respostas geradas por modelos de linguagem, oferecem fundamentos metodológicos re-
levantes para a definição de categorias e critérios de análise. Com base nisso, foram
adotadas quatro dimensões de avaliação:

• Acurácia: verifica se a questão apresenta lógica matemática adequada e ausência
de erros conceituais;

• Completude: avalia se todos os dados necessários para a resolução estão presen-
tes e bem contextualizados;

• Clareza: considera a legibilidade, estrutura linguı́stica e adequação à faixa etária;
• Intenção de uso: reflete o grau de aceitabilidade da questão para uso real em sala

de aula.

Essas categorias foram selecionadas com base em sua relevância para contextos
práticos, onde a acurácia contribui para os objetivos de aprendizagem, a completude ga-
rante a autonomia do estudante na resolução da questão e a clareza facilita o engajamento
e a compreensão [Xin 2023]. Além disso, a verificação da intenção de uso fornece uma
medida objetiva sobre a viabilidade prática de adoção das questões geradas pelo proce-
dimento em questão [Venkatesh and Davis 2000]. Cada critério foi avaliado numa escala
Likert de 1 a 5, e um campo adicional de comentários foi disponibilizado para observações
qualitativas.

3.4. Análise dos Dados
A análise dos dados foi conduzida a partir de estatı́sticas descritivas, considerando medi-
das como média, mediana e desvio padrão para cada critério de avaliação, segmentadas

3A tabela com as 59 questões geradas, bem como os respectivos prompts utilizados, está disponı́vel
nesse link.
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por tipo de operação matemática. Além disso, os comentários qualitativos fornecidos
pela pedagoga foram examinados manualmente, com o objetivo de identificar padrões
recorrentes de problemas linguı́sticos, estruturais ou conceituais. Essa etapa buscou com-
plementar as análises quantitativas com percepções pedagógicas mais elaboradas, alinha-
das às recomendações de estudos sobre avaliação humana de respostas educacionais em
sistemas de IA [Graesser et al. 2004].

4. Resultados

A Tabela 1 apresenta os resultados quantitativos da avaliação. Em termos de acurácia,
completude e legibilidade, os resultados são semelhantes, com valores médios variando
entre 3 e 4 para os quatro tipos de operação. Vale destacar que o desvio padrão (DP) varia
entre 1 e 2 para as três médicas, sugerindo uma variação notável na acurácia, completude
e legibilidade das questões geradas. Por outro lado, a mediana é igual ou maior do que
4 na maioria das situações, indicando que a maioria das questões foi avaliada de forma
satisfatória nesses critérios.

Além disso, a Tabela 1 também apresenta os resultados de intenção de uso. Em
termos gerais, o valor médio ficou entre próximo do ponto central da escala Likert de
cinco pontos, variando entre 2.67 e 3.47 com DPs que vão de 1.23 a 1.88. Diferente dos
demais critérios, a mediana indica resultados claramente mistos. Para soma e subtração, a
mediana foi 4, enquanto a mesma foi 1 e 2 para multiplicação e divisão, respectivamente.
Esses resultados sugerem que, em termos de adoção prático, a maioria das questões de
soma e subtração seriam adotadas, enquanto a maioria das questões de multiplicação e
divisão seriam descartadas.

Tabela 1. Avaliação das questões geradas automaticamente, agrupadas por
operação, em termos de média (M), mediana (MD) e desvio padrão (DP).

Acurácia Completude Legibilidade Intenção de Uso
M MD DP M MD DP M MD DP M MD DP

/ 3.64 3 1.22 3.71 3 1.27 3.14 3 0.95 2.71 2 1.38
∗ 3.13 5 2.07 3.13 5 2.07 3.00 3 2.00 2.67 1 1.88
+ 3.20 4 1.57 3.53 5 1.73 3.47 5 1.77 3.47 4 1.68
- 3.33 4 1.23 3.93 5 1.83 3.20 4 1.37 3.33 4 1.23

A Tabela 2 exemplifica questões geradas para cada um dos tipos de operações
básicas. A tabela também apresenta comentários a respeito de cada questão, ilustrando
pontos de melhoria para cada um delas. Em particular, os insumos qualitativos indicaram
que 14 das 59 (24%) questões estavam incorretas, por razões como explorar operações
incorretas (e.g., questões de soma que deveriam ser de divisão), ausência de dados essen-
ciais (e.g., indicar que valores devem ser divididos igualmente) e subjetividade dos enun-
ciados. Dessa forma, enquanto os resultados quantitativos indicarem a adequação e po-
tencial de uso prático de muitas questões, principalmente aquelas de soma e subtração, os
resultados qualitativos contribuem insumos sobre limitações que devem ser endereçadas
nas questões problemáticas.
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Tabela 2. Exemplos de questões geradas pelo LLM e comentários da avaliadora

Questão Gerada Comentário da Avaliadora
/ João tem 12 balas para dividir com 3

amigos. Quantas cada um vai receber?
Ausência da palavra “igualmente”
pode gerar ambiguidade no enunciado.

- Ana tinha algumas balas e agora tem 3.
Quantas ela perdeu?

Falta de dados suficientes para
resolução matemática.

+ Pedro tem 5 laranjas e ganha mais 4.
Quantas ele tem agora?

Correta, clara e adequada para a faixa
etária do ensino fundamental.

* Uma caixa de chocolates tem 8 caixas.
Quantos chocolates há no total?

Redundância estrutural e confusão
conceitual no uso do termo “caixas”.

5. Discussão
A avaliação de questões geradas automaticamente com um LLM leve, compatı́vel con-
textos com recursos limitados e o paradigma de AIED desconectado, revela resultados
mistos. Por um lado, os resultados quantitativos indicam que a maioria das questões, é
adequada em termos de acurácia, completude e legibilidade, principalmente aquelas foca-
das em operações de soma, subtração e multiplicação. Além disso, os resultados também
sugerem que a maioria das questões de soma e subtração tem potencial para uso prático.
Por outro lado, os resultados também revelam limitações claras, tanto com base no alto
desvio padrão das avaliações quantitativas, quanto os insumos qualitativos. Particular-
mente, os resultados indicam que muitos dos enunciados avaliados apresentaram falhas
conceituais, ambiguidade linguı́stica ou estrutura inadequada para o público infantil. As-
sim, os achados dessa pesquisa em andamento contribuem para a literatura e a prática de
diferentes formas.

Do ponto de vista prático, os resultados sugerem que o uso desse tipo de solução
pode apoiar educadores por meio de um processo hı́brido, mas não automação com-
pleta. Isso significa que o uso de modelos de linguagem leve para a geração de questões
pode ser viável como uma ferramenta de apoio, desde que haja a atuação ativa do
professor no processo de curadoria e validação das questões geradas. A presença do
educador no loop é essencial para garantir que os conteúdos sejam pedagogicamente
adequados, livres de ambiguidades e alinhados ao nı́vel de desenvolvimento dos alu-
nos. Esses insumos corroboram pesquisas anteriores, tanto no contexto de geração de
questões [Indran et al. 2024, Lee et al. 2024] quanto na concepção de soluções de AIED
[Rodrigues et al. 2023, Tenório et al. 2022], expandindo a literatura com insumos sobre
o potencial de LLMs ajustados para contextos com recursos tecnológicos limitados.

Do ponto de vista de pesquisa, os resultados informam investigações no uso de
tecnologias avançadas de IA em contextos de baixo recurso. Os achados desta pesquisa
destacam a importância de avaliar criticamente a qualidade dos conteúdos gerados por
LLMs antes de sua adoção prática em ambientes educacionais. Esses corroboram pesqui-
sas sobre a importância de garantir que sistemas de AIED sejam confiáveis e alinhados
a necessidades educacionais [Xia et al. 2022] a fim de garantir que tenham relevância
prática. Logo, nossos achados orientam futuras investigações voltadas ao aprimoramento
de métodos automáticos de geração de conteúdo, além de contribuir evidências para o uso
de métricas alinhadas à qualidade educacional e estratégias de envolvimento do professor
no ciclo de uso da IA.
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Nesse contexto, este artigo em andamento fornecer duas implicações principais.
Primeiro, embora o modelo avaliado tenha utilidade em tarefas iniciais, como rascu-
nho de questões ou sugestões automáticas, não é recomendável integrá-lo diretamente
em aplicativos educacionais que façam geração automática de conteúdo sem revisão hu-
mana, especialmente em contextos voltados para o público infantil, onde a clareza con-
ceitual e a adequação linguı́stica são fundamentais. Segundo, os resultados indicam a
necessidade de pesquisas voltadas a entender como melhorar a qualidade dos conteúdos
gerados por esses modelos, seja por meio de ajustes nos próprios algoritmos, uso de
técnicas de pós-processamento, ou pela incorporação de mecanismos de avaliação au-
tomática mais sensı́veis a critérios pedagógicos e linguı́sticos. Assim, enquanto a litera-
tura apresenta investigações o desenho e avaliação de soluções alinhadas ao paradigma
de AIED desconectada [Freitas et al. 2022, Portela et al. 2023, Veloso et al. 2023] ou a
geração de questão em lı́ngua inglesa com LLMs que exigem acesso à internet ou recursos
tecnológicos robustos [Lee et al. 2024, Sewunetie and Kovács 2023, Indran et al. 2024],
este artigo se difere ao contribuir evidências sobre o potencial de um LLM leve para
geração de questões em português brasileiro.

6. Limitações e Trabalhos Futuros
Este estudo apresenta quatro limitações principais, que devem ser consideradas na
interpretação dos resultados e que apontam caminhos para investigações futuras. Pri-
meiro, a análise baseou-se em um conjunto restrito de 59 questões, avaliadas por uma
única especialista, reduzindo sua generalização e a diversidade de interpretações pe-
dagógicas. Recomenda-se que estudos futuros ampliem o número de itens e envolvam
múltiplos avaliadores, a fim de aumentar a robustez analı́tica e a confiabilidade intera-
valiador. Segundo, o processo de análise qualitativa demandou cerca de seis horas para
apenas 59 itens, indicando alto custo de escalabilidade. Pesquisas futuras devem prio-
rizar o desenvolvimento e a validação de alternativas semi-automatizadas de avaliação
pedagógica a fim de manter a relevância da mesma enquanto a torna mais escalável.

Terceiro, não houve um estudo sistemático quanto à formulação dos prompts,
motivando investigações futuras que explorarem diferentes estilos, estruturas e nı́veis de
complexidade nos prompts. Por fim, a análise concentrou-se exclusivamente em questões
de adição, subtração, multiplicação e divisão, o que não permite conclusões generalizáveis
para outros tipos de habilidades matemáticas ou áreas do conhecimento. Recomenda-se
que pesquisas futuras ampliem o escopo temático e cognitivo, considerando tarefas mais
complexas e diferentes nı́veis de ensino, para uma avaliação mais abrangente da aplicabi-
lidade de LLMs leves na educação.
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Analytics em Instituições de Ensino no Brasil, pages 40–49. SBC.

Gasevic, D., Paul, P., Chen, B., Fan, Y., Rodrigo, M., Cobo, C., and Cecilia, A. (2018).
Learning analytics for the global south. In C.P. Lim & V.L. Tinio (Eds.), Foundation

XIV Congresso Brasileiro de Informática na Educação (CBIE 2025)

Anais do XXXVI Simpósio Brasileiro de Informática na Educação (SBIE 2025)

1643



for Information Technology Education and Development. Foundation for Information
Technology Education and Development, Quezon City, Philippines.

Gerganov, G. (2023). llama.cpp.
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