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Preface

This volume contains the papers presented at SBMF 2023: the 26th Brazilian Sym-
posium on Formal Methods. After three consecutive virtual events due to the COVID-
19 pandemic, we were happy to have SBMF again as an in-person event, held at
Manaus, Brazil, from December 6 to December 8, 2023, with satellite events on
December 4 and December 5, 2023.

The Brazilian Symposium on Formal Methods (SBMF) is an event devoted to the
development, dissemination, and use of formal methods for the construction of high-
quality computational systems, aiming to promote opportunities for researchers and
practitioners with an interest in formal methods to discuss the recent advances in this
area. SBMF is a consolidated scientific-technical event in the software area. Its first
edition took place in 1998, and it reached the jubilee 25th edition in 2022. The pro-
ceedings of recent editions have been published mostly in Springer’s Lecture Notes in
Computer Science series as volumes 5902 (2009), 6527 (2010), 7021 (2011), 7498
(2012), 8195 (2013), 8941 (2014), 9526 (2015), 10090 (2016), 10623 (2017), 11254
(2018), 12475 (2020), 13130 (2021), and 13768 (2022).

The conference included four invited talks, given by Artur d’Avila Garcez (City,
University of London, UK), Stéphane Graham-Lengrand (SRI International, USA),
Chantal Keller (Université Paris-Saclay, France), and Vince Molnár (BME-FTSRG,
Hungary). A total of 9 papers were presented at the conference and are included in this
volume, with 7 of them as regular papers and 2 of them as short papers. They were
selected from 16 submissions (12 regular, 4 short) that came from 7 different countries:
Brazil, Spain, the UK, France, the USA, South Africa, and Argentina. The Program
Committee comprised 36 members from the national and international community of
formal methods. Each submission was reviewed by three Program Committee members
(single-blind review). Submissions, reviews, deliberations, and decisions were handled
via EasyChair, which provided good support throughout this process.

We are grateful to the Program Committee for their hard work in evaluating sub-
missions and suggesting improvements. We are very thankful to the general chair of
SBMF 2023, Edjard Mota (Universidade Federal do Amazonas, Brazil), who made
everything possible for the conference to run smoothly. SBMF 2023 was organized by
the Universidade Federal do Amazonas (UFAM), and promoted by the Brazilian
Computer Society (SBC). We would further like to thank SBC for their sponsorship,
and Springer for agreeing to publish the proceedings as a volume of Lecture Notes in
Computer Science.

December 2023 Haniel Barbosa
Yoni Zohar
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Neurosymbolic AI to Achieve Trustworthy AI

Artur d’Avila Garcez

City, University of London, UK

Abstract. Current advances in Artificial Intelligence (AI) and Machine Learning
(ML) have achieved unprecedented impact across research communities and
industry. Nevertheless, concerns around trust, safety, interpretability and
accountability of AI were raised by influential thinkers. Many identified the need
for well-founded knowledge representation and reasoning to be integrated with
Deep Learning (DL). Neurosymbolic AI has been an active area of research for
many years seeking to do just that, bringing together robust learning in neural
networks with reasoning and explainability via symbolic representations. Our
focus is on research that integrates in a principled way neural-network learning
with symbolic AI. In this keynote I will review the research in neurosymbolic AI
and computation, and how it can help shed new light onto the increasingly
prominent role of safety, trust, interpretability and accountability of AI. We also
identify promising directions and challenges for the next decade of AI research
from the perspective of neurosymbolic computation. Over the past decade, AI
and in particular DL has attracted media attention, has become the focus of
increasingly large research endeavours and has changed businesses. This led to
influential debates on the impact of AI in academia and industry. It has been
argued that the building of a rich AI system, semantically sound, explainable
and ultimately trustworthy, will require a sound reasoning layer in combination
with deep learning. Parallels have been drawn between Daniel Kahneman’s
research on human reasoning and decision making, and so-called “AI systems 1
and 2” which would in principle be modelled by deep learning and symbolic
reasoning, respectively.
We seek to place 20 years of research in the area of neurosymbolic AI, known

as neural-symbolic integration, in the context of the recent explosion of interest
and excitement around the combination of deep learning and symbolic rea-
soning. We revisit early theoretical results of fundamental relevance to shaping
the latest research, such as the proof that recurrent neural networks compute the
semantics of logic programming, and we identify bottlenecks and the most
promising technical directions for the sound representation of learning and
reasoning in neural networks. As well as pointing to the various related and
promising techniques, we aim to help organise some of the terminology com-
monly used around AI, ML and DL. This is important at this exciting time when
AI becomes popularized among researchers and practitioners from other areas of
Computer Science and from other fields altogether, psychology, cognitive sci-
ence, economics, medicine, engineering and neuroscience.
I will survey some of the prominent forms of neural-symbolic integration. We

address neural-symbolic integration from the perspectives of distributed and
localist forms of representation, and argue for a focus on logical representation
based on the assumption that representation precedes learning and reasoning.



We delve into the fundamentals of current neurosymbolic AI methods and
systems and identify promising aspects of neurosymbolic AI to address exciting
challenges for learning, reasoning, validation and explainability. Finally, based
on all of the above, we propose a list of ingredients for neurosymbolic AI and
discuss promising directions for future research to address the challenges of AI.

xii A. d’Avila Garcez



Collaborating Reasoners: Theory Combination
Beyond Nelson-Oppen

Stéphane Graham-Lengrand

SRI International, USA

Abstract. The Nelson-Oppen scheme constitutes a cornerstone of SMT-solving
by providing a systematic recipe for interfacing theory-specific reasoners. In this
scheme, the reasoners can simply be black boxes whose only requirements are to
be decision procedures for (quantifier-free) satisfiability in their respective
theories. To make them collaborate, extra properties are required of the theories
to be combined, rather than of the reasoners; for instance, the theories should be
disjoint in that they only share the equality symbol.
In this talk, we will range over the design and the benefits of several alter-

native schemes where reasoners collaborate by answering more complex queries
than pure satisfiability queries and/or by satisfying stronger requirements than
simply being decision procedures for their underlying theories. Among such
designs are the CDSAT scheme where completeness and termination of rea-
soners are stated in a combination-aware form, as well as several schemes, like
QSMA, that rely on the reasoners’ ability to produce over-and under-approx-
imations of the input formula. The benefits include the support of non-disjoint
theory combinations, additional freedom in the lemmas to be learned, new
techniques for interpolation, and new techniques for supporting quantifiers.



Sniper: Automated Reasoning for Type
Theory

Chantal Keller

Université Paris-Saclay, France

Abstract. For formal proofs to become mainstream in software and hardware
development, as well as mathematical formalization, automation plays an
essential role. Many systems already enjoy a high degree of automation, such as
deductive verification tools for proof of programs. In the case of interactive
theorem proving, provers based on Higher Order Logic now often provide
hammers, which are very powerful tools that call many external automated
provers in parallel and propose a meaningful proof script if possible.
For interactive provers based on Type theory, though, attempts to build

hammers have given good results, but appear to be less powerful and hardly
predictable than for Higher Order Logic. More generally, in such systems, a
variety of automatic tactics are available, but expertise is still required to use
them: one needs to know when they apply, how to combine them, and appar-
ently small changes in a goal can completely break a tactic. We give non-
exhaustive examples in the Coq proof assistant:

– the Micromega plugin provides various tactics to reason about integer
linear arithmetic, but it is non trivial to apply them when integers live in
types out of Coq’s standard library, and by design it cannot be applied
modulo congruence;

– the CoqHammer plugin provides tactics to call various first-order provers,
as well as to reconstruct their proofs, but it lacks theory reasoning such as
integer arithmetic, and it is very hard to predict when the provers or proof
reconstruction will succeed;

– the SMTCoq plugin provides tactics to call various SMT solvers and
reconstruct their proofs, but it is limited to goals expressed in Boolean logic
and with a very specific shape;

– . . .

We analyze these difficulties in this way.

– Tactics for general automation (such as CoqHammer) are very hard to
predict because there is a gap between Type theory and first-order logic that
prevents anticipating if solvers and proof reconstruction will succeed.

– Tactics for more specific automation (such as Micromega and SMTCoq)
are easier to predict, but apply to very specific goals, and expertise is needed
to obtain or recognize such goals.



Sniper: Compositional Pre-processing

To reconcile the two methods, we propose a new approach that makes use of existing
tactics for specific automation and tries to combine them to obtain predictive and
extensible general automation. This approach is being implemented in the Coq plugin
Sniper1, whose development is under progress.

It is based on the following architecture:

Sniper pre-processes goals before calling an automatic tactic dedicated to
specific automation (called backend in the figure) such as SMTCoq or Micromega.
The key idea is that pre-processing is not a monolithic transformation, but it is a
dynamic composition of fine-grained transformations (called T1 to T5 in the figure) that
can be taken from a pool; the backend can also be any tactic that (partially) solves a
given class of problems. By dynamic, we mean that the transformations that are used,
the order in which they are applied, and the chosen backend are not fixed, but depend
on the original goal.

The advantages of this approach are the following.

– It is adaptive, and can thus apply to a variety of goals.
– It should be quite predictive from the pools of transformations and backends.
– It is compositional, and contributors can easily add new transformations or back-

ends to extend the tactic. Note that more powerful backends such as CoqHammer
can also be used, as they become more predictive if goals are pre-processed into
specific classes of problems.

– Fine-grained transformations tackle one aspect of Coq logic at a time, which make
them easy to produce partial proofs (such as Coq tactics do); and partially preserve
goal’s structure, making some automatic backends such as SMTCoq more likely to
succeed.

As of writing, the implementation of Sniper already provides a library of around
fifteen certifying transformations designed for this architecture, and a prototype tactic
snipe. Work in progress consists in making Sniper dynamic (as explained above)
and designing an API for contributors to easily add new transformations and backends.

1 https://github.com/smtcoq/sniper.

xvi C. Keller
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Formal Methods in Systems Engineering -
Verifying SysML v2 Models

Vince Molnár

BME-FTSRG, Hungary

Abstract. Formal methods have been successfully applied to several fields in
engineering, including software, hardware, and communication protocols. Sys-
tems engineering is an interdisciplinary field that focuses on how to design,
integrate, and manage complex systems over their lifecycles. Models in systems
engineering may capture the specification of both software and hardware
components, but also processes, physical aspects, and even expected user
behavior, as well as abstract descriptions of scenarios in which the system is
expected to operate. Due to the integration aspect, there is a heavy emphasis on
the interplay between these various viewpoints. Even though there would be
plenty of use cases to apply formal methods, V&V in systems engineering is still
typically performed in the form of manual reviews, and only smaller compo-
nents and their implementations are analyzed with automated formal verification
tools.
The Systems Modeling Language (SysML) is the de facto standard modeling

language for designing and developing complex systems. The second version of
SysML is a complete redesign, including changes like moving away from UML,
adding an expression language, and adopting a 4D ontology-like semantics
based on classification and logic. Many of these changes make SysML v2 more
suitable for formal analysis than its predecessor. At the same time, the ever-
increasing complexity and the increasingly popular notion of executable mod-
eling are creating demand to automate analysis tasks. Automation is expected to
save time and resources for engineers and reduce manual errors, especially in the
engineering of critical systems.
In this tutorial, we provide an overview of use cases of formal methods in

systems engineering, then introduce the fundamentals of the SysML v2 lan-
guage, focusing on its declarative 4D semantics and how it handles temporal
aspects. We take a look at formal verification approaches from the perspective
of the new language, including new techniques devised for parallel programs, as
well as model generation. Model execution is a central topic in the community
around the new standard, so we dedicate some time to present the ongoing
efforts related to execution, semantics, and formal methods. Finally, we present
an early prototype for model checking SysML v2 models and discuss the
challenges and open problems in the field.



Contents

Specification and Modeling Languages

A Formal Model for Startups Financial Transactions . . . . . . . . . . . . . . . . . . . 3
Rodrigo Stevaux and Ana C. V. de Melo

A Haskell-Embedded DSL for Secure Information-Flow . . . . . . . . . . . . . . . . 20
Cecilia Manzino and Gonzalo de Latorre

CSP Specification and Verification of a Relay-Based Railway
Interlocking System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

P. E. R. Bezerra, M. V. M. Oliveira, Thierry Lecomte,
and D.I. de Almeida Pereira

ULKB Logic: A HOL-Based Framework for Reasoning over
Knowledge Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Guilherme Lima, Alexandre Rademaker, and Rosario Uceda-Sosa

Testing

Language-Based Testing for Pushdown Reactive Systems . . . . . . . . . . . . . . . 75
Adilson Luiz Bonifacio

Sound Test Case Generation for Concurrent Mobile Features . . . . . . . . . . . . . 92
Rafaela Almeida, Sidney Nogueira, and Augusto Sampaio

Verification and Validation

Automated Code Generation for DES Controllers Modeled as Finite
State Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Tiago Possato, João H. Valentini, Luiz F. P. Southier,
and Marcelo Teixeira

AutomaTutor: An Educational Mobile App for Teaching Automata Theory . . . 131
Steven Jordaan, Nils Timm, and Linda Marshall



ESBMC v7.3: Model Checking C++ Programs Using Clang AST . . . . . . . . . . 141
Kunjian Song, Mikhail R. Gadelha, Franz Brauße, Rafael S. Menezes,
and Lucas C. Cordeiro

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

xxii Contents


	Preface
	Organization
	Invited Talks and Tutorial
	Neurosymbolic AI to Achieve Trustworthy AI
	Collaborating Reasoners: Theory Combination Beyond Nelson-Oppen
	\tt{Sniper}: Automated Reasoning for Type Theory
	Formal Methods in Systems Engineering - Verifying SysML v2 Models
	Contents

