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Abstract. Named Data Networking (NDN) is a top-notched architecture to deal
with content distribution over the Internet. With the explosion of video stream-
ing transmission and future massive Internet of Things and Vehicles (IoT/IoV)
traffic, evolving Wi-Fi networks will play an essential role in such ecosystems.
However, Native NDN deployment over wireless networks may not perform well.
Wi-Fi broadcasts/multicasts result in reduced throughput due to the usage of
basic service mode. Despite recent initial works addressing that issue, further
studies and proposals are required to boost the adoption of Native NDN. We ad-
vocate that an initial step towards designing a feasible Native NDN over wire-
less networks should be understanding the challenges in emerging scenarios and
providing a uniform baseline to compare and advance proposals. To this end,
first, we highlight some challenges and directions to improve throughput and
energy efficiency, reduce processing overhead, and security issues. Next, we
propose a variant of NDN that minimizes the problems identified by perform-
ing transmission via unicast to avoid storms in wireless networks. Finally, we
conducted a performance evaluation to compare Standard Native NDN with our
proposal on Wi-Fi 6 vehicular networks. The results show that our proposal out-
performs the Standard NDN in the evaluated scenarios, reaching values close
to 89% of satisfied requests, achieving more than 200% of data received than
Standard NDN.

1. Introduction
Named Data Networking (NDN) [Zhang et al. 2014] has been advocated as a top-notched
architecture to deal with the content distribution over the Internet. Instead of using the
traditional end-to-end IP-based communication, NDN adopts a hop-by-hop approach to
distributing and retrieving content on the Internet. Thus, NDN does not need network
layer addressing but relies on names to request the desired content. This solution has
several advantages, especially in mobility contexts [de Sena and Dias 2022]. When it
comes to vehicles as end-users, this architecture has been promoted to overcome the in-
trinsic dynamic and challenging scenarios of wireless networks and, in particular, is well-
suited to the Internet of Vehicles (IoV) through different solutions based on Vehicular
NDN (VNDN).



NDN deployments generally follow two approaches: 1) Overlay NDN, i.e., run-
ning over IP networks, or 2) Native NDN, which replaces the IP protocol to run directly
over the link-layer technologies [Nour et al. 2019]. Some solutions have been devised to
show the benefits of NDN in wireless networks with scenarios ranging from video trans-
mission to Internet of Things (IoT) and IoV content distribution. Despite existing works
on the synergy between NDN and IoV [Grassi et al. 2014, Anastasiades et al. 2016,
Coutinho et al. 2018, Duarte et al. 2019, Wang et al. 2020], the majority of NDN net-
working experiments still run low bandwidth Wi-Fi.

With the explosion of video streaming transmission and future massive IoT and
IoV traffic [Rothmuller and Barker 2020], evolving Wi-Fi networks will play an essential
role in such ecosystems. Recently, Wi-Fi has evolved into a new version, known as WiFi 6
(IEEE 802.11ax), which is efficient to transmit at a high transfer rate [Khorov et al. 2019],
and has been an alternative for free of charge / public access complementary technol-
ogy to 5G connectivity. Furthermore, Wi-Fi 7 seems to address the requirements of Key
Performance Indicators (KPIs) aligned with those related to Beyond 5G (B5G) cellular
networks. Hence, realistic performance evaluation and insights for the NDN landscape
should be considered to understand synergies and drawbacks when running NDN over
high throughput Wi-Fi networks. However, when it comes to Native NDN deployment
over contention-based wireless networks, such as Wi-Fi, NDN may not perform well.
Wi-Fi broadcast/multicast transmissions result in reduced throughput due to the usage of
basic service [IEEE SA 2021].

Hence, we propose an improvement in the NDN architecture, to achieve high
transfer rates in wireless networks. Our proposal aims to learn Medium Access Con-
trol (MAC) addresses in both directions (upstream/downstream), so, as not to perform
unnecessary broadcasts at the link layer and thus avoid the basic service of Wi-Fi net-
works. Our solution only affects transmissions at the link layer. At the network layer,
communication is maintained according to the standard. To deploy our solution we use
ndnSIM 2 [Mastorakis et al. 2017], a key tool for evolving NDN and flourishment of im-
provements of its various facets.

In addition to our proposal and the Standard NDN, we also include two interme-
diate approaches: the former avoids broadcast only in the upstream direction, while the
latter one in the downstream. In this way, we conducted a performance evaluation of these
four Native NDN deployments in an IoV context considering three Wi-Fi 6 hotspots, with
vehicles performing handovers along the avenue. The vehicular traffic has been modeled
based on real traces. Our simulation results show that the proposal of this work outper-
forms Standard NDN, reaching around 89% of requests satisfied, against only 38% in the
best case of Standard NDN deployment.

The remainder of this paper is organized as follows. We discuss in Section 2 the
challenges of running Native NDN over wireless networks. In Section 3 we describe
related work. Section 4 describes our proposal for mapping layer-2 addresses to Native
NDN. We address all the details of the simulation-based experiments in Section 5. We
then discuss the performance evaluation results in Section 6. Finally, we conclude our
paper in Section 7.



2. Challenges of Native NDN over Wireless Networks
In this section, we describe the main current challenges in using Native NDN over wire-
less networks.

2.1. Throughput
Due to the absence of layer-2 address resolution, Native NDN does not know the link
addresses, thus generating broadcast storms in wireless networks. Besides that, a broad-
cast transmission uses only the basic service [IEEE SA 2021] provided by most 802.11
variants. Hence, throughput is much lower and retransmissions are disabled, providing
less reliability.

One work evaluated that unicast traffic is promising for NDN net-
works [Kietzmann et al. 2017], but did not propose any address mapping mechanism.
Furthermore, some works have proposed mechanisms to make broadcast transmissions
more responsive on the wireless channel. Self-learning forwarding strategy has been
proposed [Shi et al. 2017] and improved [Liang et al. 2020] to adaptively transmit via
multicast or unicast. However, this strategy does not perform layer-2 address map-
ping, and it is not possible to perform unicast with Native NDN without prior configu-
ration of the layer-2 addresses. A multicast rate adaptation scheme has been proposed
[Wu et al. 2018], which performs passive mapping of layer-2 addresses to deliver data
packets (downstream), but still broadcasts when sending interest packets. As such, high
throughput is still an open issue in Native NDN over wireless networks.

2.2. Processing Overhead
Since all packet transmissions are performed via layer-2 broadcast, inevitably
devices will process multiple packets on the NDN Forwarding Daemon
(NFD) [Afanasyev, A. et al. 2018] unnecessarily. This issue is even more challeng-
ing in IoT devices, as they have a small amount of computing resources. Furthermore,
this processing overhead is energy inefficient.

2.3. Energy Efficiency
Energy efficiency is one critical issue for IoT devices as they will typically be battery-
powered, and the longer lifetime, the better. In addition to the processing overhead issue,
broadcast transmissions in wireless networks are costly in terms of energy consumption
because they need to acquire the medium for a long time [Gomez et al. 2018]. Thus, the
more unnecessary broadcast is avoided, the more efficient is the energy consumption.

2.4. Security
Wireless networks introduce a number of security issues since spectrum transmissions
are broadcast and vulnerable to unauthorized access. Furthermore, any device within
radio range can receive and transmit data. Because of this, several Wi-Fi Protected Ac-
ces (WPA) techniques have been proposed to provide access control, authentication and
privacy in the data exchange through temporary keys during the communication between
the devices. Thus, even if the communication is transmitted on the radio, the packets
are encrypted individually during the nodes communication. In this case, a third node
may even have access to the packet, but it will be encrypted with an unknown key, pre-
venting unauthorized access. However, if sensitive data is sent by a device using Native



NDN through layer-2 broadcast, these WPA security measures are compromised since all
devices within the wireless network will have access to the transmitted packets.

3. Related Work
The Standard NDN architecture has no layer-2 address resolution. Thus, the Native NDN
only transmits through broadcast communication, which requires several precautions to
avoid storms in wireless networks, since a broadcast transmission uses only the basic ser-
vice [IEEE SA 2021] provided by most 802.11 variants, where throughput is much lower
and retransmissions are disabled, providing less reliability. Conversely, the Overlay NDN,
when running over the IP, can use the existing layer-2 address resolution mechanism.
Thus, Overlay NDN has name-based routing, with hop-by-hop communication, but with-
out the need for all transmissions to occur through broadcast [de Sena and Dias 2022].

Some works have proposed mechanisms to make broadcast transmissions more
responsive. An approach called NLB [Li et al. 2015] has been proposed for efficient live
video broadcasting over Overlay NDN in wireless networks. NLB is a leader-based mech-
anism to suppress duplicate requests, where a single consumer requests (via UDP unicast)
and everyone receives the same data (via UDP broadcast). A multicast rate adaptation
scheme in wireless networks has been proposed in [Wu et al. 2018]. With this approach,
interests are always sent via layer-2 broadcast. However, a mapping mechanism between
the Pending Interest Table (PIT) entry and the layer-2 address has been developed that al-
lows the sending of data via layer-2 unicast. In this way, the proposed scheme can decide
when it is better to send data packets via unicast or broadcast.

A broadcast-based adaptive forwarding strategy called self-learning has been pro-
posed [Shi et al. 2017] and improved [Liang et al. 2020] to learn paths without needing
routing algorithms. This is useful in wireless networks where nodes can be mobile and
routes can change dynamically. To learn routes, the strategy broadcasts the first inter-
est and upon receiving the data, it learns which paths have the content with the respec-
tive prefix. This way, the next interests can be sent via unicast to the learned paths.
DQN-AF [de Sena et al. 2020] is also an adaptive forwarding strategy that, through deep
reinforcement learning, forwards through the best paths. However, these approaches do
not perform layer-2 address mapping, and it is not possible to perform unicast with Native
NDN, without prior configuration. The experiment in [Liang et al. 2020] were performed
with Overlay NDN, using UDP unicast and UDP broadcast.

In the specific context of VNDN, [Grassi et al. 2014] performed a study in which
all packets are sent via layer-2 broadcast. However, to reduce the disadvantages of ex-
haustive broadcast, the authors created a mechanism that uses Global Positioning Sys-
tem (GPS) information to perform forwarding based on distance, avoiding two nearby
cars from sending packets simultaneously to use the wireless channel more efficiently.
Moreover, to restrict the spread of interest packets, a hop limitation has been applied.

The dynamic unicast [Anastasiades et al. 2016] is a routing protocol devised to
perform an implicit content discovery through broadcast transmissions and dynamic con-
tent retrieval with efficient unicast links, without the need for location information. When
a unicast path is broken, it can be reestablished when new interests are sent via broad-
cast by neighboring nodes. Another protocol, called LOCOS [Coutinho et al. 2018], has
been proposed for content discovery and retrieval in VNDN. LOCOS performs a di-



rected search for content based on the location. Once the producer changes their location,
requests cannot be satisfied until the new location is discovered. The protocol will peri-
odically conduct a controlled search in the vicinity area to find the new location through
transmissions of interests via broadcast. In this way, LOCOS reduces the storm problem
while forwarding is directed to the nearest source.

MobiVNDN [Duarte et al. 2019] is a variant of the NDN for VNDN and has been
proposed to mitigate the performance problems of VNDN in wireless networks. In this
proposal, the interest and data packets have some differences from the Standard NDN.
Moreover, a new packet called advertisement has been proposed to propagate content
availability. In MobiVNDN, vehicles exchange location and speed information with each
other to assist in forwarding and calculating the probability of communication interrup-
tions. In this approach, the geographical location provided by the GPS also performs a
key role in preventing unnecessary use of the wireless channel and thus minimizing the
problems of broadcast storms. Still, even though MobiVNDN makes better use of the
wireless channel, communication is also done through broadcast at layer 2.

An approach has been proposed [Wang et al. 2020] to improve data delivery on
VNDN with a scheme in which the vehicular backbone has a unicast data delivery process.
Despite a small scenario with few vehicular nodes, the simulation results show an increase
in efficiency and the authors conclude that unicast is one of the responsible for reducing
communication costs in wireless networks.

4. Improving Native NDN
In this section, we detail the solution proposed in this work. The standard architecture
of NDN does not have any layer-2 address mapping mechanism. It is a premise of the
designers that NDN should not manipulate addresses. Such an approach is very promis-
ing at the network layer, as the routing algorithms will not be based on device location,
which is particularly useful in the context of IoV and IoT mobility. However, we ad-
vocate that NDN must handle layer-2 addresses, especially in contention-based wireless
networks such as Wi-Fi 6. The problem is that these wireless network technologies change
broadcast transmissions to the basic service [IEEE SA 2021], as they suffer from broad-
cast storms, degrading transmission rates and retransmissions are disabled, providing less
reliability.

These popular wireless technologies are unlikely to change the way they operate
so that NDN can exhaustive transmit via broadcast. Therefore, we propose a passive layer-
2 address mapping mechanism, without changing any NDN message exchange behavior
at the network layer. We implemented this mechanism in the official NDN forwarding
software, known as NFD. The basic functioning of the forwarding performed by the NFD
is shown in Figure 1 and our proposed mechanism is shown in Figure 2.

By default, when an interest packet arrives in the NFD (upstream), it is initially
registered in the PIT and if it does not find the desired data in the Content Store (CS),
the interest packet will be forwarded to the next hop through the Forwarding Strategy,
querying routing information in the Forward Information Base (FIB). In our proposal, we
included the MAC address of the sender of interest in the Incoming Face List, as shown
in Figure 2. It is important to remember that in a network port, one or more devices can
be reachable through that same port, mainly in wireless networks, so that each face may
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Figure 2. NDN with changes to learn MAC addresses.

have one or more MAC addresses associated with it. These addresses saved in the PIT
will only actually be used when sending the data packet to the interested host.

In the downstream direction, by default, when a data packet arrives at the NFD,
it is initially checked in the PIT if there is at least one device with interest registered for
that data. If so, it will be stored in the CS and forwarded to the host interested through the



Forwarding Strategy. In our proposal, we also included the MAC address of the neighbor
hop that forwarded the received data packet in the Outcoming Face List, inside the FIB,
as shown in Figure 2. Similar to the addresses saved in the PIT, each face mapped to the
FIB may have one or more MAC addresses associated with it as well. These addresses
saved in the FIB will only be used when new packets of interest are forwarded to the next
hop.

With this proposed mechanism, a NDN node passively learns the MAC addresses
of its neighbors, being able to perform unicast transmissions whenever possible and de-
sirable, to avoid broadcast storms.

5. Experimental Setup
We performed our experiments with ndnSIM 2.8 [Mastorakis et al. 2017], adding the
NDN stack to a modified ns-3 [ns-3 2021]. However, the version used is still 3.30.1,
so we migrated to ns-3.33 due to the new features of the 802.11ax module. Our experi-
ments used four variants of NDN deployments (see Table 1) over Wi-Fi 6 networks in the
vehicular context.

Table 1. List of evaluated Native NDN deployment instances

Native NDN Deployment Link layer operating mode Scenarios Instance

Standard Broadcast in both directions 1 Standard-1
2 Standard-2

Up Unicast upstream only 1 Up-1
2 Up-2

Down Unicast downstream only 1 Down-1
2 Down-2

Proposal Unicast in both directions 1 Proposal-1
2 Proposal-2

5.1. Vehicular Traffic Modeling

To model vehicular traffic realistically in Simulation of Urban Mobility (SUMO)
[Lopez et al. 2018], we collected open data [CTTU 2019] from the transportation author-
ity of Recife, Brazil, and we chose the data of 2019, as this year vehicular traffic was not
influenced by the Covid-19 pandemic. The transport authority provides data such as the
date/time and speed of each car traveling the streets for all city traffic sensors. The traffic
sensor identified by FS037REC was chosen to have its data analyzed.

We calculate the average traffic on business days and based on this, we model the
scenario with 172 meters of avenue, 3 bus stops and 125 vehicles over 300 seconds, with
an average and a maximum speed of 31 km/h and 60 km/h, respectively.

5.2. Scenarios

Our simulation scenarios consist of 125 vehicular nodes that, along the 172 meters of
the avenue, will be connected through NDN Access Points (APs) in a Wi-Fi 6 network,
802.11ax standard with Modulation and Coding Set (MCS) 11 and 800ns of Guard Inter-
val (GI).



As shown in Figure 3, the NDN APs are distributed along the avenue. The NDN
APs are connected to an NDN router through point-to-point links with 1 Gbps bandwidth
with 0.5 ms delay. The NDN router it is connected to the remote server (the producer)
with a 1 Gbps point-to-point link and 30 ms delay. The CS size of the APs and router
is 10,000 packets and for all other nodes it is 0. The payload of the data packets is 1024
bytes.
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Figure 3. Vehicular NDN network topology.

In our scenarios, the vehicular nodes send interest packets at a constant rate, de-
fined uniformly between 50 and 100 packets per second for each vehicle. We created
two scenarios identified by a suffix 1 or 2 at the end of the name for each instance of
deployment (please, see Table 1). In the first, all vehicular nodes use the ConsumerCbr
application, available by default in the ndnSIM 2. We define that each vehicle requests
content with a different prefix, so we force all vehicles to request distinct data between
them. Because of this peculiarity, there should be no advantage to broadcast traffic. In
the second scenario, we randomly choose 50% of the vehicles to use the ConsumerCbr
application in the same way as in the first scenario, and the rest to use the ModifiedCon-
sumerCbr, a new application modified by us that sends interest packets with the sequence
number based on the simulation time, therefore, vehicles request contents with the same
name at the same time. Consequently, many vehicles request the same content and there
may be an advantage in broadcast traffic. In these proposed scenarios, we performed 31
simulations for each instance present in Table 1.

6. Performance Evaluation
In this section, we inform the statistical methods used, as well as present and discuss the
results obtained with the simulations performed.

6.1. Statistical Tests
Arcuri and Briand [Arcuri and Briand 2011] discuss the usage of statistical testing to an-
alyze randomized algorithms in software engineering. Based on that, we chose Shapiro-
Wilk to test the normality of the results. Although the data follow a normal distribution,
homoscedasticity is not satisfied, that is, the variances between the distributions are not



equivalent. Thus, we chose to use the following statistical tests: Mann-Whitney U-test, a
non-parametric significance test; Vargha and Delaney’s Â12, a non-parametric effect size
test, for assessing whether there are statistical differences among the obtained results. We
used a confidence level of 95% in all cases. All statistical analyses and tests were run
using SciPy [Virtanen et al. 2020], an open-source scientific tool.

6.2. Results
This section presents the simulation results of the Native NDN deployments presented in
Table 1. Our objective is to verify if there is a statistical difference in performance and
which approach is the best in our scenarios. We started the discussion with the Mann-
Whitney U-test, that deals with their stochastic ranking [Arcuri and Briand 2011] to ob-
serve the probability that one population will have its values higher than the other and thus
verify the statistical significance between these populations. Our null hypothesis (H0) is
rejected in favor of the alternative hypothesis (Ha) when the p-value is less than or equal to
0.05, suggesting that the evaluated instances achieved statistically different performances.
Otherwise, it suggests that the evaluated instances achieved the same performance.
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Figure 4. The Mann-Whitney U-test.

Figure 4 shows U-test p-values for the metric of data received in vehicles in each
instance evaluated of Table 1. All evaluated Native NDN deployments achieved statisti-
cally different performances from one another, which confirms that changing the trans-
mission mode from broadcast to unicast changes performance in a NDN deployment over
wireless networks. The only times the alternative hypothesis has been rejected was when
comparing instances Down-1 with Down-2, and Proposal-1 with Proposal-2. This indi-
cates that both Down and Proposal do not change their performance in the two simulated
scenarios, that is, for these two NDN deployments, it does not matter whether the vehicles
are consuming the same data.

Once we concluded that there is a performance difference between the approaches
evaluated, we decided to measure this difference. For that we use the Â12 effect size
test to analyze also the magnitude of the difference. This test presents an intuitive result,
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measuring the probability that one approach is better than another. Figure 5 shows Â12

index for the metric of data received in vehicles in each instance evaluated of Table 1.
The results obtained with this metric suggest that the more bytes that are transmitted via
unicast, the better the performance of the NDN deployment.

Since the Standard NDN only transmits via broadcast it presented the worst Â12

index, mainly in the first scenario. When we analyzed the Standard and Up deployment
instances, we found that performance improves when vehicles consume the same data.
This happens in 100% of the cases when comparing Standard-2 versus Standard-1 and
Up-2 versus Up-1. As shown in Table 1, both Up and Down deployments broadcast in
only one direction. However, Down outperforms Up in 100% of cases since transmit
data packets via unicast has a greater positive impact than transmit interest packets. Our
proposal outperforms the other variants in both scenarios in 100% of cases, as it prioritizes
unicast traffic in both directions. Reinforcing our premise that the more bytes transmitted
via unicast, the better the performance, as it will minimize of the basic service usage of
wireless networks. When observing only Down and Proposal instances, the Â12 index for
the second scenario a slight superiority despite the U-test showing no statistical difference.
This slight difference is due to the requested data already in the CS of APs and routers.

Figure 6 shows the total number of interest packets sent and the data received in
each evaluated instance. The number of interest packets sent is the same, regardless of the
instance. Therefore, only one bar has been placed on the chart with this information. It is
possible to observe that there is a considerable superiority of Standard-2 over Standard-1,
around 31.65% of more data received, with Standard-1 reaching only 28.93% of requests
satisfied, against 38.09% reached by Standard-2. There is also a superiority when we
compare Up-2 with Up-1, around 26.93% of more data received, with Up-1 reaching
only 33.16% of requests satisfied, against 42.09% reached by Up-2. Thus, it confirms
the importance of vehicles requesting the same content in the Standard and Up. This
superiority does not exist when looking at Down-2 versus Down-1 and Proposal-2 versus
Proposal-1. Both Down instances reached around 66% of satisfied requests. Finally, the
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instances of our proposal performed better than all others, reaching values close to 89% of
satisfied requests, receiving more than 200% of data received than Standard deployments
instances.

This difference is explained by the fact that the wireless network standard offers
a basic service of communication for broadcast transmissions [IEEE SA 2021], as a con-
sequence, the performance of this traffic is reduced. Figure 7 also shows this analysis
of the relationship between interests and data, but by application, which is why it con-
tains instances only from the second scenario. In our experiments the vehicles running
ConsumerCbr requests distinct data, while the vehicles running ModifiedConsumerCbr
requests same data. Hence, we compared NDN deployments with these two types of
traffic.

In the Standard deployment, the ConsumerCbr application had only 29.43% of
requests satisfied and ModifiedConsumerCbr increased to just 46.53%. This shows that
even when the same data are requested, Standard NDN has difficulties in performing satis-
factory use of the available resources on wireless networks. While in the Up deployment
got a little better, even so, the ConsumerCbr application had only 32.25% of requests
satisfied and ModifiedConsumerCbr increased to just 51.69%. In the Down deployment
both applications reached values close to 66%, still far from ideal. Finally, our proposal
reached values close to 89% in both applications, surpassing the other implementations.
All of these results showed that the excessive use of broadcast transmissions in the link
layer by Native NDN is not scalable and reduces throughput in wireless networks. There-
fore, we consider essential a layer-2 address mapping mechanism to Native NDN, as
proposed in this work.

7. Conclusions
In this paper, we implemented a new variant of NDN with a built-in layer-2 address map-
ping mechanism to minimize the excessive use of broadcast at the link layer without
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Figure 7. Relation between the interest sent and the data received by the appli-
cations (only second scenario).

changing the behavior of NDN packets at the network layer. To deploy our solution we
used ndnSIM 2.8 simulator and we conducted a comparative evaluation with four Native
NDN deployments in an IoV context considering three Wi-Fi 6 hotspots, with vehicles
performing handovers along the avenue. Our vehicular traffic has been based on real
traces, and from this, we propose two scenarios. In the first scenario, all vehicles request
distinct data, while half of the vehicles request the same data in the second scenario.

Our proposal outperforms the Standard NDN in the evaluated scenarios, reaching
values close to 89% of satisfied requests, receiving more than 200% of data received
than Standard deployments instances, which in the best case reached only 38.09% of
satisfied requests. The results obtained indicate that Standard NDN has serious limitations
in achieving high throughput. The main reason is due to Standard NDN does not have a
layer-2 address resolution mechanism. Unlike our proposal that has this functionality.

The problem is that contention-based wireless technologies such as Wi-Fi 6 may
suffer from broadcast storms or degradation of transmission rates due to the switching
to basic service [IEEE SA 2021]. Since the Standard NDN does not know the layer-
2 addresses, it is unable to create unicast traffic. Unless the address is manually set
in the NFD [Afanasyev, A. et al. 2018] for each face, which is obviously not a prac-
tical alternative. Thus, the only alternative to Native NDN is to transmit all packets
via layer-2 broadcast, even if the network layer only sends to a single face. ndnSIM
2.8 [Mastorakis et al. 2017] has been developed in just that way. Therefore, we consider
that our proposal can be an advance in the compatibility of Native NDN with current
wireless network technologies.
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