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Abstract. Bluetooth Low Energy (BLE for short) is among the favorites to be-
come a de facto standard in the context of the Internet of Things (IoT). However,
its main challenge is the lack of standards for efficient mesh networking. Fur-
thermore, the literature lacks works analyzing energy consumption trade-offs for
BLE mesh networks. We address this issue by experimentally evaluating three
minimal topologies for linking separate BLE star networks. We aim to determine
a lower boundary in terms of energy and performance costs using the metrics of
energy consumption, delivery rate, and goodput. We perform our experiments
using a testbed comprised of TI CC1350 nodes running Contiki OS. Our results
enable us to estimate similar costs for large scale networks.

1. Introduction
For a long time, the Internet of Things (IoT) has been a speculation around the idea that
everything around us would be connected and thus have its own representation in the
World Wide Web [Want et al. 2015]. Bluetooth Low Energy (BLE), announced in 2010
as the low power successor of the classic Bluetooth technology, has been evolving to be
now among the favorite alternatives to become the de facto standard for wireless personal
area networks (WPAN) in the context of IoT [Raza et al. 2016].

BLE is nowadays present in millions of smartphones and is becoming more and
more popular in many kinds of applications, from home automation, to healthcare and
marketing [Chang 2014]. However, one of the main challenges still faced by this tech-
nology in this competition is its limited coverage. Such limitation is due to its low range
and its design being originally restricted to star network topologies, thus making mesh
networks a long anticipated feature [Hortelano et al. 2017, Raza et al. 2016].

The demand for BLE mesh networks has thus gained attention both from the in-
dustry and the academia, which have been providing numerous propositions for BLE
mesh networks along the last few years [Darroudi and Gomez 2017]. The Bluetooth SIG,
entity responsible for the BLE standard, has been working consistently to enable mesh
in BLE networks. As a result of one of such efforts, BLE is no longer restricted to the
star network topology since specification 4.1 [bsi 2013]. Furthermore, the SIG has also
published a mesh standard [bsi 2017].

Besides the Bluetooth SIG, the IETF has also been trying to come up with its
own mesh standard for BLE based on its IPv6 standards initially published for the
IEEE 802.15.4 technology, more specifically 6LoWPAN [Montenegro et al. 2007] and
RPL [Alexander et al. 2012]. 6LoWPAN has now adaptation layers for other technolo-
gies, including BLE [Shelby et al. 2015], and there is work towards leveraging RPL



to achieve mesh topologies [Gomez et al. 2017]. However, ad hoc wireless communi-
cation for low power devices is a challenge. Its plethora of trade-offs have been ad-
dressed before in many studies [Huang et al. 2013], being still an open issue nowadays,
specially when energy consumption is a major concern such as in the case of BLE
[Darroudi and Gomez 2017].

Regarding energy consumption trade-offs, the BLE stack has many param-
eters for fine tuning latency, delivery rate, and energy performance. The ef-
fect of these parameters on BLE communications has been studied both ana-
lytically [Gomez et al. 2011, Gomez et al. 2012, Liu et al. 2012] and experimentally
[Liu et al. 2013, Mikhaylov et al. 2013, Mackensen et al. 2012, Dementyev et al. 2013,
Spoerk et al. 2017] for BLE star networks, Therefore, there is a lack of studies on this
matter concerning the case of BLE mesh networks.

Our main contribution is an experimental evaluation of three different topologies
for linking different BLE star networks into a single BLE mesh network. The topolo-
gies we evaluate are the minimal building blocks for BLE mesh networks and we ana-
lyze their trade-offs regarding energy consumption, delivery rate, and goodput. These
metrics are obtained through experiments on a testbed comprised of Texas Instruments’
CC1350 LaunchPad [tiC 2016] nodes running our own modified version of BLEach
[Spoerk et al. 2017], an open source IPv6 over BLE stack built for the popular Contiki
OS [Dunkels et al. 2004]. The obtained results agree with the single hop results pub-
lished by [Spoerk et al. 2017], and together with the multi hop results they allow us to
trace a lower boundary in terms of energy cost and performance degradation when form-
ing BLE mesh networks. We then take this boundary as a basis to extrapolate our results
for large scale network scenarios.

This work is organized as follows: Section 2 offers a brief introduction to the
BLE standard and to the standardization attempts for BLE mesh networks. Section 3
brings a summary of all relevant works related to BLE and BLE mesh evaluation. Section
4 describes the experiments we propose for our evaluation. Section 5 presents our results
and discussion. Section 6 expands our results by building estimates to predict scenarios
of larger scale. Finally, Section 7 concludes this work.

2. BLE and BLE mesh networks
The BLE standard [bsi 2013] was designed as a communication stack focused on low
power, low rate, and low cost communications. It is divided in two main software com-
ponents, a host and a controller. The controller, usually implemented as a dedicated black
box System on a Chip (SoC), is comprised by the link and physical layers. The host, on
the other hand, implements stack management as well as transport, security, and applica-
tion layers.

BLE communication is organized in two different states: connected and non-
connected. In each state, a device may assume a different role related to how it per-
forms communication tasks. In non-connected state, devices may be advertisers or scan-
ners/initiators. In this state, they communicate by broadcasting, thus allowing for device
discovery and connection setup. In connected state, on the other hand, devices assume the
roles of masters and slaves and can tap more sophisticated resources such as bidirectional
communication and access to transport, security, and application layer features.



The link layer is what makes BLE highly energy efficient. It organizes connected
state communication in connection events. Connection events are periodic, with each in-
stance being set in a different pseudo-random frequency channel, thus leveraging Time
Division Multiple Access and Frequency Division Multiple Access techniques. These
techniques reduce idle listening and overhearing, major responsibles for wastes in low
power communication [Huang et al. 2013]. They also improve resilience against interfer-
ence in the crowded 2.4 GHz ISM band.

The period for such connection events to take place is named connection interval,
an important parameter for the BLE link layer. The ability to skip these connection events
(i.e. not participate in them to save energy) is also an important link layer parameter and
is named slave latency. Since the payload of the link layer frame is only 23 bytes long,
large chunks of data must be fragmented in order to be transmitted. Because of this, a
connection event is a continuous exchange of packets between a master and one of its
slaves. This exchange keeps going until: (1) both involved devices have no more data
to transmit, or (2) the master decides to stop it so it can talk to another slave, or (3) a
transmission error is detected.

Since specification 4.1, a device may simultaneously assume the roles of master
and slave. This feature was introduced by the Bluetooth SIG specifically in order to enable
mesh network topologies, since it allows a device in a star topology to discover or to be
discovered by another device outside it. By this means, it is then possible to link two star
networks together, thus forming a mesh network as depicted in Figure 1.

Figure 1. BLE mesh network composition from four star networks. On the top
left, we have a master becoming also a slave of a node which is already a slave
in another network. On the bottom, we place a new node as master of two nodes
which are already slaves of other masters. On the top right, we make a node
become slave of two different masters simultaneously.

As mentioned above, there are many attempts to make BLE mesh a reality. Dar-
roudi and Gomez presented a comprehensive survey [Darroudi and Gomez 2017] on ex-
isting strategies to do so, addressing both standard and non-standard efforts, either at-
tempted by the industry or by the academy. Its authors state their opinion that the attempts
more likely to be successful are the standards maintained by the IETF and Bluetooth SIG.
Both these standards build the mesh network on top of connected BLE devices in opposi-



tion of many existing attempts of building it solely on top of non-connected state.

The IETF standard is aimed to enable compatibility between the BLE link layer
and the traditional IPv6 stack that operates under the whole Internet. The standard is
published in RFC 7668 [Shelby et al. 2015] that leverages on the 6LoWPAN mecha-
nisms proposed for IEEE 802.15.4 networks in RFCs 4944, 6282 and 6775 to provide
IPv6 addressing, packet fragmentation, header compression and neighbour discovery for
BLE star networks. It further allows the employment of the RPL routing protocol (RFC
6550) to enable mesh topologies in BLE networks by making use of features introduced
for connected mode in BLE specification 4.1. However, this is still a work in progress
[Gomez et al. 2017].

The mesh standard by Bluetooth SIG [bsi 2017] proposes a mesh network based
on controlled flooding that may be built on top of devices complying to BLE specifica-
tions 4.0 to 5.0. It constrains applications to standard scenarios called models and allows
unicast, broadcast, and multicast communication, both using devices in connected and in
non-connected states. To this end, it builds a whole network stack on top of the BLE stack
described in the core specification. We can see in Figure 2 how this stack compares to the
IETF stack, specially in height and number of layers.

Figure 2. BLE mesh enabled stacks according to the IETF (left) and Bluetooth
SIG (right) standards.

3. Related work
At the moment of writing, the majority of existing works base their studies on star topolo-
gies. Gomes et al. offer an analytical model [Gomez et al. 2011] of BLE throughput
on connected state as a function of bit error rate (BER) and connection interval. In the



works of [Siekkinen et al. 2012] and [Gomez et al. 2012], analytical models are provided
to evaluate performance regarding energy consumption and throughput based on the re-
sults of measurements with real connected BLE devices.

Evaluation of BLE device discovery has been done in [Liu et al. 2012] and
[Liu et al. 2013] both analytically and experimentally regarding latency and energy con-
sumption. The authors derive expressions for power consumption on advertising and
scanning activities, then validate their results through simulations and experiments on
real testbeds.

The experiments on [Mackensen et al. 2012] are performed on a miniature car
and evaluate the performance on obtaining inertial measurements both through con-
nected and non-connected states. The scenarios evaluated by [Dementyev et al. 2013]
and [Mikhaylov et al. 2013] show how BLE can be fast and energy efficient when com-
pared with different communication standards for WPANs, such as IEEE 802.15.4, ANT
and SimpliciTI.

The authors of [Spoerk et al. 2017] model and experimentally characterize the la-
tency and energy consumption in a BLE star network built with IETF’s 6LoWPAN and
IPv6 stack. They also show the impact of link layer parameters mentioned in section 2
(connection interval and slave latency) on latency and energy consumption, demonstrat-
ing how dynamic tuning of these parameters can greatly impact on the performance of
BLE networks.

Finally, [Sirur et al. 2015] and [Lee et al. 2016] are the only ones we found that
explore the challenges on employing the IETF standards to build BLE mesh networks us-
ing the RPL routing protocol. None of them seems to be concerned with the trade-offs of
performance and energy consumption in restricted resource nodes, since the experiments
in [Sirur et al. 2015] are executed with mobile phones and, in [Lee et al. 2016], using the
Raspberry Pi platform.

To the best of our knowledge, there is still no work related to the recent standard
published by Blutooth SIG proposing BLE mesh networks.

4. Experimental method
The main goal of our experiments is to measure energy consumption, delivery rate, and
goodput considering different network topologies fit to serve as chain links in a BLE
mesh network. To this end, we consider all possible topologies consisting of three nodes
that may enable us to put together two separate BLE star networks. We also consider
two basic topologies comprised of two nodes, a master and a slave, to serve as basis
for our comparisons. A description of all these topologies is provided below and can be
visualized in Figure 3.

• Topology 1: node which is slave of two different master nodes, thus pertaining to
two different star networks centered around each of the masters;

• Topology 2: node which is master to two slaves, each pertaining to two different
star networks centered around other masters;

• Topology 3: node which is master to a slave in its own star network but is also
a slave of another master, thus belonging to another star network centered around
this second master.



• Topology 4: simple topology where we have one master and one slave linked to
each other, with the slave as the central server node;

• Topology 5: simple topology where we have one master and one slave linked to
each other, with the master as the central server node;

Figure 3. Evaluated topologies. In each one, our test application measures good-
put and delivery rate by having a central node acting as a server and one to two
marginal nodes acting as its clients.

We observe that, by applying any combination of the first three patterns described
above, we may link different BLE star networks in order to compose a BLE mesh network.
This is exemplified in Figure 1. We may therefore say that these topologies provide the
minimal links for composing BLE mesh networks and that, by evaluating the cost and
performance degradation with such links, we are evaluating the lower boundary on cost
and performance degradation to link two different BLE star networks in one single BLE
mesh network.

In order to measure such boundary, we modified BLEach [Spoerk et al. 2017], an
open source IPv6 over BLE stack built on top of the Contiki OS, by making it capable of
assuming different roles of master and slave in simultaneous fashion, such as proposed
by the BLE specification 4.1. This allowed us to build a custom application for the TI
CC1350 LauchPad platform to test the topologies described above. As can be seen in
Figure 3, we basically have one server node at the center, which is connected to one or
two client nodes which are able to asynchronously send data to each other in a periodic
fashion through UDP sockets. All nodes are placed less than 10 cm apart from each other,
since it is not our intention to measure the effects of fading and interference. This setup
runs in a typical office environment, with several WiFi networks and other Bluetooth
devices running in the 2.4 GHz ISM band alongside it.

In our application, each node sends application layer payloads that are 100 bytes
long with a time interval of one second between them. This is a stressed scenario if we
consider WPANs, which are often employed in low power and low rate applications such
as environmental sensing and home automation. Regarding link layer control parameters,
our application sets BLE connections with a slave latency of 0 and a connection interval of
500 ms, so that we will not experience any congestion given our configured transmission



rate. We also enable all 37 available channels to be used in BLE’s adaptive frequency
hopping algorithm. Furthermore, our application can be configured in four different ways
regarding network traffic flow, thus leading to four different load scenarios for each one
of our possible topologies, as described below.

• Bidirectional communication: clients and server are independently sending data
to each other with periodicity of 1 second.

• Unidirectional communication from server: server is independently sending
data to each of its clients with periodicity of 1 second.

• Unidirectional communication from clients: clients are independently sending
data to their server with periodicity of 1 second.

• No communication: BLE connection is maintained between server and clients,
but no application data is exchanged so we can measure the cost of connection
maintenance.

To evaluate delivery rate, we monitor the serial output of each node so that we may
count how many packets left each source node and how many arrived at their destination
nodes. Our estimates take into account the exchange of the first 500 packets exchanged
after connection setup within each evaluated network scenario. We do this by making
our application count received packets from each source through sequence numbers put
inside the packets it sends.

To measure energy consumption we make use of a setup comprised by an
MDO4014B mixed domain oscilloscope, along with a Zhaoxin KXN-305D DC power
supply and one of ee-quipment’s ee203 real-time current monitors. This setup can be
seen in Figure 4. We took care to isolate power supply to the CC1350 in our CC1350
LaunchPad board, so that we would measure only the energy consumed by the SoC. For
our evaluation we only consider the energy consumed by the node acting as server in our
topologies. This is the node under the heaviest burden, since it is responsible for linking
two different BLE star networks and thus relaying all the traffic between them.

For each of the studied cases, we first wait 20 seconds for the network to stabilize
after all nodes have connected. Then we monitor current consumption through the oscil-
loscope for 20 seconds with a frequency of 1 Msamples/s, thus resulting in 20 Msamples
per measured period. We then take the average of current consumption for each measured
period of 20 seconds and thus get the charge in Ampere hour (Ah) consumed in each
scenario for each topology.

Finally, in our experiments, we consider goodput, as defined in [Floyd 2008], in
two different ways by measuring two forms of delay for transmitting our application data:
(1) the latency for all activities related to the communication of one application payload
between two nodes; and (2) the time on air spent for transmitting and receiving it. To
measure both these time intervals, we also make use of the current monitoring setup we
described above.

We consider latency (1) to be the time interval spent by the node in a BLE connec-
tion event, which can be taken by the time a node spends in transmission and reception
activities (i.e. consuming more current then the average idle current) in a connection
event. By making use of radio wave amplitude correlation in our equipment, we can
detect the moments when nodes are exchanging packets and thus identify a connection
event.



Figure 4. Energy measurement setup.

To do this we set our MDO4014B to capture frequencies in the 2.4 GHz ISM band
and point its antenna to the nodes we are measuring. It is possible to see in Figure 5 how
the moments where we have transmissions correlate to the instants we observe current
consumption peaks related to transmission and reception in our monitored node. We can
also measure the time on air (2) for the transmission of 100 bytes of application data
through these captures.

5. Results and discussion
The energy profile in Figure 5 was taken for one of the connection events happening
as the node in our testbed exchanged data. It shows current consumption (upper curve)
and radio wave amplitude (lower curve) for our measured node during a BLE connection
event. For each scenario and each topology (except for those where no application data
was exchanged between nodes), we have captured ten similar profiles. We then measured
communication latency (1) and time on air (2), as described at the end of section 4, and
finally averaged them in order to obtain goodput and its standard deviation.

The results of these procedures showed a goodput of 25.9 ± 1.0KB/s for def-
inition (1) considering node latency on communication activities. As for definition (2),
considering time on air, we obtained a goodput of 32.0 ± 1.5KB/s. The averages were
taken considering all topologies and scenarios for which goodput was measured. Thus,
as evidenced by the low standard deviation values, we can notice that there was not much
variation between topologies 1 to 5 regarding goodput in all considered traffic scenarios.

The profiles obtained by measuring current consumption and radio wave ampli-
tude in a connection event also enable us to characterize the efficiency of the BLE stack.



Figure 5. Energy profile of a connection event. In purple, energy consumed in
transceiver activity (logarithm of electric current in Apmeres). In blue, transmit-
ted signal amplitude in mV.

We can do this by looking at Figure 5 and measuring the relative time when signal am-
plitude is significantly higher than our noise floor. The stack spends around 81% of a
connection event performing actual data transmissions and receptions. This efficiency
can vary with the amount of data transferred in each connection event. In our case, since
our transmitted payload is larger than BLE link layer frames, we experience fragmenta-
tion, which contributes to increase this efficiency.

The results regarding delivery rate for each scenario and each topology can be seen
in Figure 6. Although delivery rate was not affected in unidirectional communication, it
was reduced to as low as 82.8% and 77.8% for bidirectional traffic, but only when using
topologies 1 and 2. We believe that the cause for this performance loss regarding delivery
rate is related to the scheduling of link layer connection events.

Increasing the number of concurrent links maintained by a node will also increase
the chance for overlapping connection events pertaining to different interlocutor devices.
When one of such overlaps occur, it will cause slaves to abruptly end connection events as
if they had stopped answering their masters (in case of topologies 1 and 3). They will also
cause masters to interrupt an ongoing connection event and delay data to a next one (in
case of topologies 2 and 3), further increasing the chance of connection event overlapping.
For masters, additional concurrent links will be even more problematic if the stack does
not properly schedule different connections to start with a reasonable interval between
each other, in order to prevent the overlapping of connection events.

Because the employed stack does not implement this kind of scheduling, we be-
lieve this was the cause for topology 1 to outperform topology 2 in the bidirectional sce-
narios represented in Figure 6. In topology 3, on the other hand, we have concurrent links
maintained by different roles in the same node. We believe that this may help with link
layer scheduling since the master role may end connection events so it can answer its own



Figure 6. Delivery rate for each topology and traffic scenario.

master as a slave. For this reason, the slave role will be given priority, thus allowing the
node to reach some scheduling balance that will prevent it from suffering with connection
event overlaps.

Finally, Figure 7 shows the electric charge consumed in each of the studied topolo-
gies, considering each experimented network traffic scenario. Besides the values dis-
played on the chart, we also measured an average consumption of 173 uAh for a node
kept permanently in sleep mode. These results are compatible with what is displayed by
the chart in Figure 5 on the work of [Spoerk et al. 2017] for an equivalent of topologies
4 and 5, which here are serving as the basis for our comparison. Furthermore, Figure 7
reveals that connection maintenance cost is nearly the same for all considered topologies.
This is expected since this specific scenario involves nodes exchanging only two pack-
ets of minimal lengths between each other at each connection event, just to keep their
connection alive.

Figure 7. Energy cost for each topology and traffic scenario.



It is also possible to notice in Figure 7 how the first unidirectional scenario (Client
to Server) is very similar to the second unidirectional scenario (Server to Client). In both
scenarios, we can also observe topologies 4 and 5 to have the lowest energy consumption.
This was expected because, in topologies 4 and 5, the measured node had only one link to
maintain. As for topologies 1, 2, and 3, they have similar energy costs in these scenarios
since they maintain the same number of simultaneous links.

Finally, we can also point out that the bidirectional scenario is, as expected, the
most expensive one, since we double the amount of data exchanged between the nodes in
relation to the unidirectional scenarios. Even so, we can see that topology 1 has a lesser
cost than topologies 2 and 3. This is very plausible, since topology 1 places a slave as the
central node and BLE slaves were designed to consume slightly less than masters as we
can see comparing topologies 4 and 5, and was also demonstrated in [Spoerk et al. 2017].
Although this difference between topology 1 and topologies 2 and 3 was measured as only
around 100 uAh, this could mean up to 790h of battery life for this device on a common
1500 mAh battery.

6. Study for mesh networks scalability
In this section we try to extrapolate based on the data gathered in our experiments in
order to predict scalability in BLE mesh networks. Our first goal is to estimate the costs
for adding to a node what we consider to be a mesh link: a link capable of joining together
two separate star networks as in Figure 1. We derive these costs from the results obtained
for the topologies we measured, which we consider as the building blocks for BLE mesh
networks. This way we can try to forecast the costs implied for increasing the size of a
BLE mesh network, both in terms of energy cost and delivery rate losses.

Since the energy cost for both unidirectional scenarios was so similar, we can take
an average of both scenarios for each of topologies 1, 2, and 3 and compare them with
topologies 4 and 5. Topologies 4 and 5 are meant to be our basis for comparison, and
we assume its costs include both the cost of a single traditional link plus the base cost
for a node. Based on this assumption we can subtract the cost for topology 4 (in case
of topologies 1 and 3) or for topology 5 (in case of topologies 2 and 3) from the costs
of other topologies in order to estimate the energy of the mesh link evaluated in each of
topologies 1, 2, and 3. Specially for topology 3, which can be built both by adding links
to topologies 4 and 5, we consider an average taking both costs of these topologies.

Following this method, we have the energy costs for: (a) making a slave node
become a slave of yet another master; (b) making a master node become a master for yet
another slave; (c) making a slave node become also a master for another slave. The results
for this estimates are presented in Table 1. It would be expected that each additional link
would render the average increase of equivalent amounts of consumed energy to a given
node. We can see the costs are very similar for unidirectional scenarios but not for the
bidirectional one. In bidirectional scenarios the cheaper cost for making a node slave to
yet another master becomes evident.

We can also estimate the delivery rate along a path comprised of our evaluated
links. Since delivery rate was very close to 100% to all topologies for unidirectional
traffic, we consider only the stressed scenario of bidirectional traffic. Figure 8 shows
our estimates for the delivery rate of messages sent along paths of up to 32 hops in this



Table 1. Additional average energy cost for each evaluated mesh link.
Traffic scenario Link (a) Link (b) Link (c)
Unidirectional 100 uAh 64 uAh 74 uAh
Bidirectional 118 uAh 245 uAh 244 uAh

scenario. In our estimates, we assume each transmission to be an independent event and
thus we elevate the rates we presented on Figure 6 to a power equal to the considered
number of hops. The chart makes evident the negative effect of topologies 1 and 2 for
scaling BLE mesh networks under heavy traffic scenarios.

Figure 8. Delivery rate across a path of up to 32 hops.

We consider that the estimates in this section provide means for one to model a
cost for each node placed in a BLE mesh topology. This modelling can be done in terms of
energy expenditure, by taking into account the number of links and the traffic maintained
by a node. The presented estimates can also aid on planning delivery rate degradation
along the paths across a BLE mesh network. This planning should include employing
the proper kinds of links in order to achieve range extension as expected along a route,
considering the lifetime of the involved nodes and the devised traffic through them.

7. Conclusions

We have evaluated different minimal topologies for linking two BLE star networks into
one single BLE mesh network. We also estimated an average cost for each kind of link
represented by these topologies. We did that under four different load scenarios and
thus measured the lower boundary in terms of energy cost and performance degradation
using the metrics of energy consumption, delivery rate, and goodput for each one of these
proposed scenarios. Through our results, we could see that, although goodput is not
directly affected by the tested topologies, delivery rate and energy consumption may be.

Delivery rate can suffer from the addition of nodes and the increase of traffic due
to how BLE connection events are scheduled. We can see that topologies 1 and 2 cause
the greatest impact on delivery rate. By our estimates, we could infer that this impact
would be even more severe for intense traffic scenarios in large scale networks. Energy
costs, on the other hand, are influenced by the amount of network load. This happens



mainly because the increase of traffic means more transmissions and receptions, specially
if we consider the central node which was the target of our measurements.

In terms of energy cost, topology 1 seems to be more effective in scenarios where
network traffic is more intense, though we have to bear in mind that it also performed
poorly in terms of delivery rate, so there is a trade-off to be considered. As future work, we
plan to repeat these measurements for other BLE chipsets and stacks, in order to confirm
if these results are valid even considering different vendor optimizations. We hope this
will give us more evidence in order to build a mechanism that would take benefit from
the observed trade-off to improve performance of BLE mesh networks by dynamically
changing network topology based on traffic demand.
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