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Abstract. Containerization has emerged as a transformative technology in mod-
ern data centers, enabling efficient resource management and improving op-
erational flexibility across various applications. While often associated with
platforms like Docker and Kubernetes, container-based solutions are widely in-
tegrated into cloud environments such as AWS, Microsoft Azure, and Google
Cloud. In large-scale distributed systems, efficient container migration is cru-
cial to manage server downtime, consolidate resources, and ensure reliability
in mobile edge computing scenarios. The problem with evaluating container
migration performance lies in the high cost and computational demand of real-
world experiments. Assessing different migration strategies efficiently remains
a challenge, particularly for stateful containers, which require structured mod-
eling approaches to quantify their impact on system performance. The proposal
of this study is to develop Stochastic Petri Net (SPN) models to assess container
migration strategies. The approach includes two models—one incorporating
an absorbing state and another without—analyzing key migration techniques:
Cold, PreCopy, PostCopy, and Hybrid. These models evaluate critical perfor-
mance metrics, including Migration Total Time (MTT), Mean Migration Time
(MMT), utilization, discard probability, and migration rate. Furthermore, a sen-
sitivity analysis based on the Design of Experiments (DoE) was conducted for
the Hybrid migration strategy to identify key performance factors. The conclu-
sion of this research is that by providing an analytical framework for container
migration evaluation, it enhances the understanding of migration performance
dynamics and supports decision-making in cloud and edge computing infras-
tructures.

1. Introduction

Containerization is a widely adopted method of operating system virtualization that iso-
lates applications within lightweight, portable environments. While container technology
has existed since 2008 [Turnbull 2014], its rapid adoption in cloud computing and dis-
tributed systems has been driven by the flexibility and scalability it offers. Major cloud
providers such as AWS, Microsoft Azure, and Google Cloud have integrated container-
ized workloads into their platforms [Statista 2023], enabling efficient resource utilization
and deployment automation. Large-scale virtualized computing platforms, particularly
those in cloud and edge computing environments, require efficient mechanisms for re-
source migration [Varasteh and Goudarzi 2015]. Container migration is important for



ensuring service continuity, load balancing, and disaster recovery, particularly in sce-
narios where proximity to end users affects performance, such as mobile edge comput-
ing [Conforti et al. 2021, Junior et al. 2020]. Kubernetes [Authors 2021] and OpenStack
[Vaughan-Nichols 2022] are two widely used platforms that provide container orchestra-
tion and migration capabilities to optimize resource allocation dynamically.

Despite its advantages, container migration presents several challenges, mainly
when dealing with stateful applications. Stateless containers can be easily relocated across
nodes, but migrating stateful containers requires preserving and synchronizing their states,
which increases the complexity of the process [Kotikalapudi 2017]. Checkpoint/Restore
in Userspace (CRIU) is a key tool that facilitates container migration by allowing the
freezing of running applications and saving their states, enabling seamless restoration on
different nodes [Torre et al. 2019]. CRIU supports multiple migration policies, includ-
ing Cold, PreCopy, PostCopy, and HybridCopy, each with distinct trade-offs in terms of
service downtime and migration efficiency [Pickartz et al. 2016]. SPNs provide a robust
modeling approach for evaluating container migration performance. SPNs extend classi-
cal Petri nets by incorporating stochastic timing, making them suitable for analyzing sys-
tems with probabilistic behaviors [Malhotra and Trivedi 1995]. These models allow for
a detailed assessment of migration-related performance metrics, such as response time,
throughput, and resource utilization. By integrating randomness with structured system
representation, SPNs facilitate performance evaluation in scenarios like mobile edge com-
puting (MEC) [Carvalho et al. 2020] and real-time data processing [Requeno et al. 2017].
They also enable predictive analysis of system behavior under varying conditions, reduc-
ing the need for expensive real-world experimentation [Silva et al. 2021].

Given these challenges, this study aims to provide a structured performance eval-
uation framework for container migration strategies. The proposed methodology includes
the development of SPN models to assess migration performance, allowing for a detailed
analysis of key performance indicators. Additionally, a Design of Experiments (DoE)-
based sensitivity analysis is employed to identify the most influential factors affecting
migration efficiency. Through empirical validation, the study contributes to a better un-
derstanding of how migration strategies can be optimized in cloud and edge environments,
ultimately supporting improved decision-making in distributed computing infrastructures.

2. Research Questions

The objective of this research is to evaluate container migration strategies by modeling
and analyzing their performance under different scenarios. To achieve this goal, the study
addresses the following research questions (RQ):

* RQ1: How do different container migration policies (Cold, PreCopy, Post-
Copy, and Hybrid) impact key performance metrics such as Migration Total Time
(MTT), Mean Migration Time (MMT), utilization, discard probability, and migra-
tion rate?

* RQ2: How do the number of migrating containers and the system’s parallel mi-
gration capacity affect overall migration performance?

* RQ3: How well do the proposed SPN models predict real-world container migra-
tion performance?



* RQ4: What is the influence of different parameter variations on container migra-
tion efficiency, as assessed through a Design of Experiments (DoE)-based sensi-
tivity analysis?

Particularly, this study employs SPN modeling to assess the performance of dif-
ferent migration strategies. Additionally, a DoE approach is used to analyze the impact
of key factors on migration efficiency. By addressing these research questions, the study
provides insights into container migration dynamics and offers strategies for optimizing
resource management in distributed computing environments.

3. Publications and Contributions

The dissertation was structured as a series of published papers (three papers in total),
grouped according to their contributions. Figure 1 presents the research questions, the
objectives of the studies, and the corresponding publications. Additionally, it includes
publication metrics evaluated using the Qualis Capes platform !.
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Figure 1. The research questions, highlighting the features employed and the
published papers during the research

3.1. Performance Evaluation of Live Container Migration Using Stochastic Petri
Nets

The first paper, titled “Avaliacdo de Desempenho de Migracdo ao Vivo de Contéineres
com Redes de Petri Estocdsticas” [Feitosa et al. 2023], introduces a SPN model designed
to evaluate the performance of various container migration strategies. The main contribu-
tions of this research are as follows:

Thttps://qualis.capes.gov.br/



Development of an analytical SPN model to represent and assess different con-
tainer migration policies, including Cold, PreCopy, PostCopy, and Hybrid.
Quantification of migration performance metrics, such as Migration Total
Time (MTT), probability of completion within a specific time window, and system
utilization.

Evaluation of parallel migration impact, analyzing how the number of migrat-
ing containers and system migration capacity affect overall performance.
Comparison between modeled results and empirical measurements, demon-
strating the accuracy of the proposed model in predicting real-world migration
behaviors.

3.2. Comparison of Multiple Container Migration Policies Using CRIU

The second paper, titled “Uma Comparacdo de Miiltiplas Politicas de Migracdo de
Contéineres Suportadas pela Ferramenta CRIU” [Feitosa et al. 2024], presents a com-
parative analysis of container migration policies supported by the CRIU tool. The main
contributions of this research are as follows:

Proposal of two stochastic Petri Net models, with and without absorbing state,
to evaluate container migration performance.

Analysis of migration performance metrics, including Migration Total Time
(MTT), Mean Migration Time (MMT), discard probability, and system utilization.
Evaluation of cumulative distribution function (CDF), allowing the estimation
of migration completion probability within a given time window.

Assessment of different migration policies, including Cold, PreCopy, PostCopy,
and Hybrid, in terms of their impact on migration efficiency.

3.3. A Comprehensive Performance Evaluation of Container Migration Strategies

The third paper, titled “A Comprehensive Performance Evaluation of Container Migra-
tion Strategies” [Feitosa et al. 2025], represents the culmination of the research by in-
tegrating all contributions from previous works and expanding the analysis. The main
contributions of this study are as follows:

Development of an advanced SPN model incorporating both absorbing and non-
absorbing states, enabling a broader analysis of migration policies under different
operational conditions.

Comprehensive performance evaluation of migration policies (Cold, PreCopy,
PostCopy, and Hybrid) using metrics such as MTT, MMT, utilization, discard
probability, and migration rate.

Implementation of a DoE-based sensitivity analysis to determine the impact of
key system parameters on migration efficiency.

Empirical validation of the proposed models through real-world experiments,
comparing analytical predictions with observed results.

Discussion on the scalability and optimization of container migration in dy-
namic environments, offering insights into improving migration strategies in dis-
tributed computing infrastructures.



4. Related Work

This section categorizes related studies based on migration policies, which significantly
impact migration time, discard rates, and downtime. Table 1 summarizes the contribu-
tions.

PreCopy migration is widely studied for minimizing downtime and improving pre-
dictability. Xu et al. [Xu et al. 2020] and Benjaponpitak et al. [Benjaponpitak et al. 2020]
introduced Sledge and CloudHopper, respectively, automating live container migra-
tion and managing component integrity. Fan et al. [Fanetal. 2019] optimized lo-
cal PreCopy migration for Docker, while Smimite et al. [Smimite and Afdel 2019]
explored hybrid virtualization for monolithic applications. Al-Najjar et al.
[Al-Dhuraibi et al. 2017] developed ELASTICDOCKER for autonomous resource-based
live migration, Bhardwaj et al. [Bhardwaj and Rama Krishna 2022] compared LXD/CR
and PreCopy VM migration, and Ramanathan et al.  [Ramanathan et al. 2021b]
examined live migration for NFV. Studies on multiple migration policies in-
clude Stoyanov et al.  [Stoyanov and Kollingbaum 2018] and Govindaraj et al.
[Govindaraj and Artemenko 2018], who enhanced CRIU-based migrations to reduce
downtime. Chou et al. [Chou et al. 2019] optimized checkpoint-based migration, while
Ramanathan et al. [Ramanathan et al. 2021a] compared VM and container migrations,
and Pecholt et al. [Pecholt et al. 2021] ensured secure live migrations with encrypted
VMs.

Several studies do not specify migration policies but focus on efficiency. Ma
et al. [Maetal. 2018] introduced a layered storage structure for mobile service mi-
gration, and Di et al. [Dietal. 2021] optimized multi-container migration. Tay et al.
[Tay et al. 2017] analyzed workload placement in data centers, while Gonzalez et al.
[Gonzélez and Arzuaga 2020] developed Herd-Monitor for performance tracking, and
Abdullah et al. [Abdullah et al. 2022] proposed a migration management algorithm based
on resource constraints. Cold migration, though less explored, reduces availability impact
by migrating containers offline. Torre et al. [Torre et al. 2019] analyzed migration per-
formance across various conditions, while Karhula et al. [Karhula et al. 2019] leveraged
Docker and CRIU for checkpointing long-running IoT functions, improving resource ef-
ficiency.

5. Discussion

This section discusses the challenges and the significance of the results obtained in eval-
uating container migration strategies.

5.1. Challenges

Several challenges arise when designing and implementing effective container migra-
tion strategies. One major concern is performance trade-offs among migration policies.
While Cold Migration minimizes resource consumption, it results in extended downtime.
In contrast, PostCopy minimizes downtime but increases the probability of discard un-
der network instability. These trade-offs make it difficult to define a universally optimal
strategy.

Another critical challenge is scalability and parallel migration. As the num-
ber of migrating containers increases, system resources become a bottleneck, affecting



Table 1. Related work.

Use . .
Work Policies Metrics of ii:l:llt;:ty f}[v;ll:l:;mn
CRIU Y
[Torre et al. 2019] Cold MRT v No Measurement
PreCopy,
[Stoyanov and Kollingbaum 2018]  PostCopy, MRT v No Measurement
Hybrid
MRT, Network
[Ma et al. 2018] Non-explicit Bandwidth, Network v No Measurement
Latency
[Di et al. 2021] Non-explicit MRT v No Measurement
[Kotikalapudi 2017] Non-explicit MRT, Downtime, Usage v No Measurement
.. Measurement
[Tay et al. 2017] Non-explicit MRT No No and Modeling
[Xu et al. 2020] PreCopy gﬁ;&;gg:;?r;n:’ Image v No Measurement
[Gonzdlez and Arzuaga 2020] Non-explicit Usage v No Measurement
PreCopy,
[Govindaraj and Artemenko 2018]  PostCopy, MRT, Downtime v No Measurement
Hybrid
[Benjaponpitak et al. 2020] PreCopy MRT, Throughput v No Measurement
[Abdullah et al. 2022] Non-explicit Usage, Response Time v No Measurement
[Ramanathan et al. 2021a] Cold, PreCopy MRT, Downtime v No Measurement
[Fan et al. 2019] PreCopy MRT, Usage No No Measurement
[Machen et al. 2017] Non-explicit MRT, Downtime No No Measurement
[Pecholt et al. 2021] ggg?égg]cof) ¥ z[(f:};l’ d]ejr?:)i\/aqg;l;tegrity No No Measurement
MRT, Memory
[Smimite and Afdel 2019] PreCopy Consumption, Network v No Measurement
Traffic
[Al-Dhuraibi et al. 2017] PreCopy Usage, Response Time v No Measurement
[Chou et al. 2019] PreCopy, MRT, Downtime, Aging v No Measurement
PostCopy
[Das and Sidhanta 2023] Non-explicit Throughput, Latency v No Measurement
[Majeed et al. 2020] Non-explicit R2, MAPE, MAE v No Modeling
[Karhula et al. 2019] Cold Usage v No Measurement
[Bhardwaj and Rama Krishna 2022] PreCopy MRT, Downtime, Usage v’ No Measurement
[Ramanathan et al. 2021b] PreCopy MRT, Downtime v No Measurement
[Kakakhel et al. 2018] Non-explicit MRT, Downtime v No Measurement
[Baccarelli et al. 2018] ggi?(’:ggcol) ¥ Migration Rate, Energy v No Measurement
Cold, PreCopy, MRT, MMT, Discard Measurement
This work PostCopy, Probability, Utilization, v v and Mo deling
Hybrid Migration Rate

migration total time (MTT) and overall system performance. While increasing parallel
migration capacity can mitigate these effects, efficient scheduling and allocation mecha-
nisms are required. Additionally, system heterogeneity poses an obstacle, as migration
efficiency depends on the underlying infrastructure, such as network bandwidth, CPU
availability, and memory constraints. In cloud and edge computing environments, dy-
namic workloads further complicate migration decisions, necessitating adaptive policies.

5.2. The Application of Stochastic Petri Net Models

To address these challenges, this study employed SPN models to analyze the performance
of Cold, PreCopy, PostCopy, and Hybrid migration strategies. The models provided a
structured approach to assess migration metrics, including MTT, mean migration time
(MMT), discard probability, and utilization rates.

* The absorbing SPN model was used to estimate the probability distribution of
migration completion within a given time window.



* The non-absorbing model allowed the evaluation of migration rates under con-
tinuous arrivals, simulating real-world workload conditions.

* A Design of Experiments (DoE) sensitivity analysis identified the factors most
influencing migration performance, particularly the number of containers being
migrated and parallel migration capacity.

These methodologies enabled a predictive approach to optimize migration per-
formance without relying solely on costly real-world experimentation.

5.3. Importance of the Results

The findings of this study provide significant insights into optimizing container migration
in large-scale computing environments:

* Improved decision-making for migration policies: The results indicate that
Cold Migration is preferable for high-load environments due to its lower MTT.
At the same time, PostCopy is more suitable for scenarios requiring low discard
probability.

* Scalability optimization: By analyzing parallel migration capabilities, the study
highlights the optimal number of containers that can be migrated concurrently
before reaching diminishing returns.

* Performance prediction for real-world scenarios: The integration of SPN mod-
els with empirical validation ensures that migration performance can be pre-
dicted with high accuracy, aiding in resource planning for cloud and edge com-
puting platforms.

6. Conclusion

This dissertation presented a comprehensive analysis of container migration strategies, fo-
cusing on performance modeling using SPNs and empirical validation. By addressing key
challenges in live container migration, this research contributes to a deeper understand-
ing of migration policies and their impact on service availability, system efficiency, and
resource utilization in cloud and edge computing environments. The study investigated
four main research questions (RQ1-RQ4), each contributing to the broader goal of opti-
mizing container migration strategies. First, we examined the impact of different migra-
tion policies—Cold, PreCopy, PostCopy, and Hybrid—on critical performance metrics,
demonstrating the trade-offs between migration total time, downtime, discard probability,
and resource utilization. Second, we analyzed how parallel migration capacity influences
migration efficiency, highlighting scalability limits and optimal configurations. Third,
the accuracy of the proposed SPN models was validated through empirical experiments,
confirming their predictive capabilities in real-world scenarios. Finally, we conducted a
DoE-based sensitivity analysis, identifying the most influential factors affecting migration
performance. The findings of this dissertation contribute to container migration research.
The proposed SPN models provide a structured approach for evaluating migration effi-
ciency, offering a predictive framework that aids system administrators and researchers
in decision-making. The integration of theoretical modeling with empirical validation
ensures that the results are not only analytically sound but also applicable to real-world
deployments.
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