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Abstract. The present work provides an implementation of a Push Recovery
controller that aids the walking engine used by a humanoid simulated robot.
The simulation environment is the Robocup Soccer 3D Simulation League. The
learned movement policies exceeded our original walking engine. In addition,
we evaluated the policies and detected undesired biases. New methodologies
were introduced in order to eliminate it.

Resumo. O artigo contribui com a implementação de um controlador Push Re-
covery que melhora o desempenho do motor de caminhada usado por um agente
simulado humanóide do ambiente RoboCup Soccer 3D Simulation. A polı́tica
de movimentos aprendida foi capaz de superar as baselines com significância
estatı́stica. Finalmente, propomos duas abordagens para remover vieses inde-
sejados em nossas polı́ticas finais.

Student level: MSc. Date of conclusion (defense): 01/11/2021. To be considered CTDR.

1. Introduction

Bipedal locomotion is one of the hardest motions for a human body due to its complex
physics and natural instability that requires constant adjustment of balance. Therefore,
although human beings have perhaps the most sophisticated brain in the animal kingdom,
a kid needs about nine months for learning how to walk while some quadruped or hexapod
animals (whose body structure is inherently balanced) take just a few hours after birth for
walking [Nandi et al. 2009].

In that context, the implementation of a biped walking engine is one of the biggest
challenges in Mobile Robotics. Robots equipped with wheels perform satisfactorily in
various environments. Nevertheless, wheeled robots usually need human support when
navigating in uneven terrains. In this way, legged robots are more interesting to navigate
in real environments.

Therefore, in order to make more tasks achievable by these agents, it is primordial
that they be able to navigate on uneven terrain and to recover from external disturbances
such as pushes, since modifying the environment occupied by humans to make it passable
by these agents is impracticable. Also, legged systems present high-dimensional and non-
linear dynamics. As a consequence, humanoid walking poses a great scientific problem
[Tedrake 2004].



Humanoid walking is a field where nature is still far beyond technology: even
nonathletes usually presents walking and running much superior than the state-of-the-
art biped robots. Although engineers are capable of manufacturing legs kinematically
mimicking their biological counterparts, animals and humans are usually far superior in
terms of agility, robustness, flexibility, and energy efficiency. Therefore, it represents a
knowledge field with a lot to be explored.

Model-based approaches for humanoid walking heavily relies on analytical mo-
dels of the robot dynamics. Our final goal is to improve our model-based walking engine
[Maximo and Ribeiro 2016]. Instead of learning the walking policy from scratch, we cre-
ate a Push Recovery layer through model-free methods. Therefore, our controller was
implemented without a mathematical model of the agent dynamics.

Simulation environments allow running experiments in a nearly automatic way,
which is mandatory for applying machine learning techniques. In a real robot setting,
this is hard to achieve [Maximo et al. 2017]. Therefore, we choose RoboCup 3D Soccer
Simulation which is one of the leagues within RoboCup Soccer. RoboCup is an internati-
onal initiative which focuses on two main domains: Robotics and Artificial Intelligence.
This scientific reunion is held annually and is composed by a Symposium and a robotics
competition which is made of several leagues. This event is conducted since 1997 and
its first edition happened in the city of Nagoya. RoboCup’s mission is that a team of
humaonoid robots will be able to beat the human team champion of World Cup by 2050
[Kitano et al. 1998].

In total, five learning tasks are reported in this work. Each task, along with the
machine learning algorithm, allowed our simulated robot to learn a desired behavior. Our
final policy was able to outshine the baselines: using the original walking engine without
any learned policy. Our hypothesis and experiments will be reported in Section 3.

Concerning to scientific research, along this work we searched for the answers of
the research questions: RQ1: Is it possible to learn a Push Recovery Controller using only
a “naive” reward (pure Early Termination)? RQ2: Is it possible to learn a Push Recovery
Controller in synergy with a walking engine? RQ3: Given a Push Recovery task, how
does the policy trained with a “naive” reward, pure Early Termination, compares with a
policy trained using a reward signal endorsed by physical principles? RQ4: Are learned
Push Recovery Controllers zero-shot task learners?

Finally, we evaluated the learned policies and detected undesired biases. In or-
der to eliminate it, two methodologies were introduced in Section 4. As result, the final
policies were able to improve the robot’s balance when exposed to a wide range of per-
turbations. We emphasize that this work is an extended version of a conference paper
[Melo et al. 2020] – awarded as one of the Best Papers from LARS 2020.

Given the success of Deep Reinforcement Learning (DRL) techniques to solve
several problems of Continuous Control, this approach was adopted to address this pro-
blem. The DRL algorithm chosen is the called Proximal Policy Optimization (PPO)
[Schulman et al. 2017]. Instead of implementing the PPO algorithm from scratch, we
used its implementation from OpenAI Baselines [Dhariwal et al. 2017], which is a set of
high-quality implementations of Reinforcement Learning algorithms.



2. Push Recovery Strategies

A biped standing erect is in a state of metastable equilibrium with respect to gravity
[Nashner and McCollum 1985]. The center of mass of the body is located above its sup-
port. As consequence, no active muscular control is required.

Human balance is the target of many works [Nashner 1981,
Nashner and McCollum 1985, Horak and Macpherson 1996]. Those works
study how the human body responds to postural perturbations through mul-
tiple muscle synergies, or strategies. Namely, the “ankle” and “hip” strategies
[Horak and Macpherson 1996, Horak et al. 1997] served as inspiration for this work.

2.1. Ankle Strategy

From the mechanical perspective, this strategy consists of rotating the body about the an-
kle joint [Nashner and McCollum 1985]. The body acts like an inverted pendulum with
superior joints fixed. The ankle strategy moves the center of pressure (CoP). As a conse-
quence, the tangential ground reaction force horizontal component is changed, restoring
the equilibrium [Stephens 2007].

2.2. Hip Strategy

As the location of the CoP is limited under the feet, a second strategy is to create a
moment around the center of mass (CoM). This results in a new point called the centroidal
moment pivot (CMP). When there is zero moment about the CoM, the CMP is equal to the
CoP. The CMP location moves outside of the area under the support foot when centroidal
moment is not zero [Stephens 2007].

By applying torque to the hip joints, the upper body rotates forward and
downward, which generates a backward rotation on the lower body. There is a decre-
asing of the moment of inertia about the ankle, which amplifies the ankle torque effect.

Biological experiments show that humans prefer using the ankle strategy first, if
postural disturbances are small, and resort to the hip strategy only if disturbances are
large. These biological studies have observed these strategies in humans, but have not
explained the underlying biomechanical causes for this endeavor. Some of these studies
have speculated that this behavior is a matter of preference, or is due to energy efficiency
considerations [Hofmann 2006].

3. Methodology and Results

Our five experiments are continuing Push Recovery tasks: the robot is pushed perio-
dically until its fall. There are two experiments (JPL and WSC) where the agent does
not walk. On the other hand, the agent walks in the last three experiments (RANP, RAS,
RAU). As a consequence, those experiments (RANP, RAS, RAU) are also continuing
Push Recovery walking tasks. We now explain our evaluation hypothesis:

Evaluation Hypothesis I: The best evaluation for a continuing Push Recovery
task is the average duration of each episode. If an episode ends when the robot falls, the
growth of the average duration of each episode indicates if the policy is performing the
desired behavior, except for Reward Gaming [Leike et al. 2017] cases.



Evaluation Hypothesis II: A proper baseline for a continuing Push Recovery
walking task is the average duration of each episode without any push recovery strategy
– only the original walking engine.

We ran each experiment multiple times. For each specific experiment we applied
95% bootstrap confidence interval [Efron and Tibshirani 1986]. The confidence interval
is represented as shadowed areas in Figures 2 and 3. This approach is an attempt to achi-
eve more consistent and reproducible results given the stochastic nature of the simulation.

3.1. State Space description
In order to design a practical push recovery controller, we use commonly available sensory
data. We emphasize that for all results reported in this paper, the state is composed by: (a)
The agent’s torso angular velocity data; (b) The agent’s torso acceleration data; (c) The
agent’s foot pressure sensor data; (d) The position of the agent’s joints; (e) The height of
the CoM.

Notice that this state space can be reproduced in many other environments. Except
for the height of the CoM, most of the information comes from sensors that are available
in several models of robots. The complete dimension of the State Space S ∈ R39.

3.2. Action Space description
The actions are position commands for the ankle joints in Ankle Strategy. Hip Strategy
also include the hip joints. How each joint command is calculated will be described in
the next Subsections. The Action Space dimensions are AAnkle ∈ R4 and AHip ∈ R10.
For JPL and WSC experiments, we used a Multilayer Perceptron (MLP) with 8 units per
hidden layer. For the other experiments (RANP, RAS and RAU), we used a MLP with
64 units per hidden layer. All MLP has 2 fully-connected hidden layers and hyperbolic
tangent as activation function.

3.3. Joint Position Learning – JPL
In order to disturb the agent, we periodically push the agent using the ball. Each collision
has the duration of one simulation cycle. In RoboCup Soccer 3D Simulation League each
simulation cycle lasts 20 milliseconds. We highlight that the ball points to the robot’s
CoM. The task is illustrated in Figure 1. For JPL, ‖vagent‖ = 0.0 in Figure 1.

The raw output ŷ of the neural network for each target joint lies within the range
[−1, 1]. Notice that the output of a neural network with hyperbolic tangent as activation
funtion lies within the range [−1, 1]. The final joint command is computed using Equation
(1). In other words, we map the value ŷ from the range [−1, 1] to the range [θmin, θmax]
for each joint. This method was inspired by [Abreu et al. 2019, Melo and Maximo 2019].

θaction = θmin + (ŷ + 1)×
(
θmax − θmin

2

)
. (1)

The reward signal is represented in (2) where Rfactor is a scaling constant. The
longer the agent “survive”under external disturbance, more reward is summed.

R =

{
0, if agent has fallen
Rfactor, otherwise.

(2)
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Figura 1. The black circle represents the ball, the blue circle represents the
agent, vball represents the velocity of the ball, vagent represents the velo-
city commanded to the agent’s walking engine. The experiment sequence
of events: (a) Ball is at maximum displacement from the agent (Rcollision),
its initial position; (b) Ball moves towards the agent; (c) Ball collides with
the agent (one timestep); (d) After the collision, the ball’s velocity direction
is inverted; (e) Ball moves away from the agent; (f) Ball reaches the initial
position. Then, the cycle is restarted.

Notice the growth of the average duration of the episodes in Figure 2(a). It in-
dicates that the agent learns the desired behavior. The video was recorded to a training
session of JPL1. It shows that the initial policy is driven to the desired behavior through
the learning algorithm. We repeated the JPL experiment 12 times, generating the a small
confidence interval in Figure 2(a), which reinforces the legitimacy of our results.

(a) (b)

Figura 2. Episode duration during (a) JPL and (b) WSC. The shadowed region
represents 95% bootstrapped confidence interval of the average duration
of the episodes from 12 distinct sessions.

3.4. Walking Stabilization Controller – WSC

The second experiment has the same learning task and the same reward signal from JPL.
An illustration of WSC task is represented in Figure 1 with ‖vagent‖ = 0.0. The main
difference to JPL is that we no longer use the output from the neural network as joint
positions themselves. In WSC, the output from the neural net are summed into the current
joint positions. Thereby, the position for each joint is calculated by the equation:

θaction = θcurrent + θmin + (ŷ + 1)×
(
θmax − θmin

2

)
. (3)

1https://www.youtube.com/watch?v=YqzH3Mr2dTY&t=0s



The second difference is that the initial position of the agent was engineered to be
as close as possible to the walking pose. The goal was to drive the learned behavior to be
closer to the walking movement. Notice the growth of the average duration of the episodes
in Figure 2(b). It indicates that the agent learns the desired behavior. We also observe a
small confidence interval generated repeating the same experiment in 12 sessions. We
present a video2. It shows that the initial policy is driven to the desired behavior through
the learning algorithm. The last video 3 evidences that WSC policy being deployed in our
original walking engine.

3.5. Running Agent with No Priors – RANP

The learning task JPL and WSC were inspired by similar works [Yang et al. 2017,
Yang et al. 2018] where the simulated robot was periodically pushed while trying to keep
upright. In this work we faced a new challenge: trying to learn a Push Recovery policy
while the robot runs. Similarly to JPL and WSC, the agent is pushed periodically and
the reward signal is the same. Also, an episode ends when the robot falls. A detailed
illustration of RANP task is represented in Figure 1 with ‖vagent‖ > 0. The final action
follows the same format used in WSC, described in Equation (3). The initial position was
the same engineered for WSC.

Notice the growth of the average duration of the episodes in Figure 3(a). It indi-
cates that the agent learns the desired behavior. In order to answer the research question
RQ2, we compare the average episode duration with the baseline measured using the
original walking engine without any policy.

(a) (b) (c)

Figura 3. Episode duration during (a) RANP training, (b) RAS training and (c) RAU
training. The shadowed region represents 95% bootstrapped confidence
interval from 5 training sessions (RANP), 4 training sessions (RAS) and 12
training sessions (RAU) repeated in the same conditions. The evaluation
was ran for 5 million timesteps: no policy, just our orginal walking engine
[Maximo and Ribeiro 2016].

3.6. Running Agent Sagittal – RAS

Through the results obtained so far, we could answer research question RQ1. We con-
clude that a Push Recovery Controller can be learned through DRL using a “naive” reward
signal. Our “naive” reward was based in Early Termination [Peng et al. 2018] as mentio-
ned.

2https://www.youtube.com/watch?v=YqzH3Mr2dTY&t=207s
3https://www.youtube.com/watch?v=YqzH3Mr2dTY&t=548s



Now, our goal is to compare the impact of the reward signal in the learning
process: investigate the impact of using the same reward signal used in similar works
[Yi et al. 2011, Yi et al. 2013, Yang et al. 2017, Yang et al. 2018]. The new reward sig-
nal was inspired by related literature [Yang et al. 2017, Yang et al. 2018]. Generally spea-
king, this reward decomposes balancing into objectives and explicitly punishes undesired
states. Each individual reward is calculated by Ri = exp [−ci(x− x0)2], where x0 is the
target value, x is the actual value, and ci is a normalization factor. Notice thatRi ∈ (0, 1].
Thereby, this formulation punishes large values of | x − x0 | and explicitly reinforces
| x− x0 | → 0.

We modulate three values: center of mass’s height Z ∈ R , the torso’s angular
velocity [ωx ωy ωz]

T ∈ R3 and the torso’s acceleration [ax ay az]
T ∈ R3. A detailed

illustration of RAS task is represented in Figure 1 with ‖vagent‖ > 0.

Again, notice the growth of the average duration of the episodes in Figure 3(b).
It indicates that the agent learns the desired behavior. The new reward signal leads to
a better result compared to RANP. This results answers RQ3. Therefore, is possible to
achieve the desired behavior using a “naive” reward, pure Early Termination. However
it presents an inferior performance when compared with a policy trained using a reward
signal endorsed by physical principles. The video4 was recorded in order to show the
RAS policy being used.

3.7. Running Agent Uniform – RAU

The empirical observations of human postural responses to perturbations in the sagittal
plane [Nashner and McCollum 1985] deeply inspired the design of our experiments so
far. As the perturbations are not limited to the sagittal plane in real world environments,
we propose a new experiment. Let us define αcollision as the angle between the ball’s
velocity vball and the agent’s velocity vagent. The value of αcollision is altered after a
collision. The values for αcollision will be uniformly sampled from the range [−90◦, 90◦].
See Figure 4 for a detailed explanation of the process.

(f)(e)(d)(c)

vball
vball vball

α α α α

vagent vagent vagent vagent vagent vagent

(a) (b)

Figura 4. The black circle represents the ball, the blue circle represents the agent,
vball represents the velocity of the ball, vagent represents the velocity com-
manded to the agent’s walking engine, α (in red) represents the angle
αcollision between the agent’s moving direction and the ball’s moving di-
rection when colliding with the agent. The experiment sequence of events:
(a) Ball is at maximum displacement from the agent (Rcollision), its initial
position; (b) Ball moves towards the agent; (c) Ball collides with the agent
(one timestep); (d) After the collision, the ball’s velocity direction is inver-
ted; (e) Ball moves away from the agent; (f) Ball reaches the initial position,
new αcollision is sampled, the ball is dislocated to a new starting position
and the cycle restarts.

4https://youtu.be/qb-SNPAvQgI



The new experiment presents a completely different dynamics. First, there are
different kinds of collisions. Also, there is large difference between the range of the pitch
and roll joints. Therefore, the action space does not have the same efficiency in different
directions. The final action follows the same format used in WSC, described in Equation
(3). The reward signal is the same from RAS.

Again, notice the growth of the average duration of the episodes in Figure 3(c).
It indicates that the agent learns the desired behavior. Again, we compare the average
duration of each episode with the baseline measured using the original walking engine
without any policy. The value of the baseline is different from Figure 3(a) and Figure 3(b).
It was expected because the new experiment presents a completely different dynamics as
discussed before. Finally, the video 5 illustrates the learned policy being used.

4. Policy Evaluation and Improvement
Using Evaluation Hypothesis I and II, we will evaluate our learned policies. As there are
5 different experiments (JPL, WSC, RANP, RAS and RAU), there are 5 learned policies.
For the sake of conciseness, we will only choose 2 policies. The JPL policies is not
deployable with a walking engine due to the action format, therefore it will be excluded.
The WSC policy was not learned together with our walking engine, thereby it will also
be excluded. The policy learned from RANP will also be excluded. Comparing Figure
3(a) and Figure 3(b), we concluded that RAS was superior to RANP. Finally, the chosen
policies are the ones learned from RAS and RAU. Notice that both experiments used
reward signals endorsed by physical principles and the robot were walking while being
pushed. Let us define πS as the movement policy learned in RAS. Similarly, πU is the
movement policy learned in RAU.

Let us now define four different benchmarking tests. For task TS all collisions
are in the sagittal plane, similar to RANP and RAS. For task TR all collisions are in
the coronal plane on the right side (right lateral pushes). For TL all collisions are in the
coronal plane on the left side (left lateral pushes). Notice that the coronal plane divides
the body into dorsal (back) and ventral (front) part. For task TU the collisions follow
the same structure from RAU: the angle αcollision, already defined in Subsecion 3.7, is
sampled from [−90◦, 90◦].

We ran each learned policies πS and πU for 5 million timesteps in order to estimate
its performance according to Evaluation Hypothesis I and II. Notice that πS was learned
using TS and πU was learned using TU . The values of the average number of timesteps
per episode using πS and πU in the tasks (TS , TR, TL, TU ) are reported in Table 1.

Notice that πS was learned only with collisions in the sagittal plane. As it surpas-
sed the baseline for TR and TU , one may interpret it as some sense of generalization. On
the other hand, πS performed worse than the baseline in task TL. As result, πS may not be
considered a zero-shot learner [Singh et al. 2020, Oh et al. 2017] in terms of generalizing
for all 4 tasks defined, because it was not able to generalize to the unseen task TL. This
answer RQ4.

Also, πU performed worse than the baseline in task TS . Neither πS nor πU surpas-
sed the baseline in all proposed tasks (TS , TR, TL, TU ). Now, we introduce two methods

5https://youtu.be/qb-SNPAvQgI



Tabela 1. Average number of timesteps per episode for πS , πU , πTL, πIL. Higher
values indicates better performances.

Scenario Baseline πS πU πTL πIL
TS 2930.02 4627.56 1453.55 3570.93 5689.32
TR 505.73 1569.98 858.1 1048.53 1877.35
TL 512.39 404.12 882.96 849.3 730.62
TU 778.91 899.92 1115.44 1498.85 1116.17

in order to combine those policies and derive our final policy. We emphasize that the goal
is to surpass the baseline in all tasks.

4.1. Transfer Learning – πTL

We choose the expert policy πU as our source for transfer learning
[Goodfellow et al. 2016]. As shown in Table 1, the only scenarios where πU has a
performance inferior to the baseline is TS . Thereby, we used πU as seed for a new training
session in RAS.

We highlight that the transfer learning approach was not quite straightforward.
Generally speaking, long training sessions result in policies with good performances in
TS , but forgot how to perform in TU or TL, a known phenomena called Catastrophic For-
getting [Goodfellow et al. 2015]. The initial policy πU was trained along 50M timesteps.
The best result was achieved by using a second training session with 30 M timesteps.
Thereby, ratio between the duration of the pre-training and the duration second training
session is 5/3 for the results presented here.

4.2. Imitation Learning – πIL

Now, we aim to distill the knowledge from πS and πU in a new policy through Supervised
Learning – Behavioral Cloning [Bain and Sammut 1995]. In that sense, we had to collect
pairs of states and actions (si, ai) using πS and πU .

We used πS for the “correct” actions in TS . As πU presented a weak performance
in task TS , we inferred the “incorrect” actions with πU . Similarly, we used πU for the
“correct” actions in TL. As πS presented a weak performance in task TL, we inferred the
“incorrect” actions with πS . Notice that by “incorrect” we would like to enforce that the
policy which presented a weak performance in a specific task, would probably infer an
inefficient action for that task. The Loss Function used for the regression was inspired
by the Triplet Loss [Parkhi et al. 2015]. We emphasize that our methodology was applied
to distill the knowledge of two neural networks which were experts in different tasks in
a final one. As result, the new neural network presents a good performance in all tasks.
This idea can be extended for multiple scenarios.

4.3. Final Results

Comparing the values of the average number of timesteps per episode of the final policies
πTL and πIL in the tasks (TS , TR, TL, TU ) with the values measured from the baselines, we
concluded that πTL and πIL outperforms the baseline in all evaluation scenarios. Please,
refer to Table 1.



In order to check the feasibility of learned policies, we ran ten thousand inferences
from the neural net πs. All times were smaller than 0.00045 seconds. Each simulation
cycle lasts 20 milliseconds. Therefore, in the worst case, the inference time represented
2.50% of the whole cycle. We conclude that the inference is much smaller than the total
time to train the neural net. Also, as the biggest inference time took only 2.50% of a
cycle, the solution is feasible to be deployed. We ran all inferences on an Intel i7-8750H
CPU with 12 logical cores. We did not use GPU to accelerate the inferences, which would
possibly improve the results.

5. Conclusions and Future Works
The main goal of this work was to improve the walking movement in a simulated huma-
noid robot by learning human-inspired behaviors called Push Recovery strategies. The
technique to solve this problem was a Model-free Deep Reinforcement Learning algo-
rithm called Proximal Policy Optimization. The choice was based on the complexity
associated with the humanoid robot’s dynamics. By using the Model-free algorithm, we
avoid having to model the dynamics. Also, it is a interesting choice as human beings
perform Push Recovery strategies without knowing its own dynamics a priori.

From the experiments conducted, we conclude that the present work was able
to learn the desired behavior using a higher level reward function, pure Early Termina-
tion, compared to the related literature [Yi et al. 2011, Yi et al. 2013, Yang et al. 2017,
Yang et al. 2018].

As the policy from RAS performed much better than the regular RANP, we do
recommend the application of physical principles in the reward design for future works.
We believe that this is the first work to explore the impact of a “naive”reward in the final
policy.

Given our JPL6 and WSC7 videos, one may conclude that the desired behaviors
were achieved. Indeed, both achieved robust movement policies that were able to resist
against perturbations minutes straight. For all walking experiments, all were able to sur-
pass the baseline from a large margin. This work was not only able to learn the desired
behaviors but also to measure their improvements.

Although, transferring knowledge from simulated environments to real robots,
sim2real, can be really challenging, we believe that this represent a trend in robotics
research [Zhao et al. 2020]. Therefore, we also encourage applying our methodology to
real robots.

An interesting research would be to study the final outcome in the Push Recovery
policy when using different Action Spaces. In the present work, we have compared diffe-
rent tasks related do Push Recovery capabilities and also experimented different Reward
Signals. However, we have not studied what would happen if only a small subset of
joint was removed from the Action Space. The inspiration for this research is based on
[Peng and van de Panne 2017].

The parameter ‖vball‖ is one of the most important values in this work. It was
hard to tune, since a too small ‖vball‖ does not add relevant experience to the agent. On

6https://www.youtube.com/watch?v=YqzH3Mr2dTY&t=0s
7https://www.youtube.com/watch?v=YqzH3Mr2dTY&t=207s



the other hand, a large values does not allow the agent to learn, as it always fall. There-
fore, would be interesting utilize the values presented in this work and apply Curriculum
Learning in order to make the agent learn how to recover from stronger collisions.
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