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Abstract. The main contributions of this paper are efficient distinguishing attacks against block ciphers that are conventionally modeled as pseudorandom permutations (PRP). Formally, block ciphers operate on fixed-length blocks of \( n \) bits, for example, \( n = 128 \) for the Advanced Encryption Standard (AES). Our analysis takes place in the setting in which the messages are \( m \) bits long, representing the entire input plaintext, where \( m \) is variable and unrelated to \( n \). We show distinguish-from-random attacks for any \( n \)-bit block cipher in the standard modes of operation for confidentiality: ECB, CBC, CFB, OFB, CTR and XTS. We demonstrate that in all these 1-pass modes any \( n \)-bit block cipher leaves ‘footprints’ that allows an adversary to efficiently (in time and memory) distinguish them from a random permutation. We claim that two passes (in opposite directions) over the \( m \)-bit message, with text-dependent feedforward (chaining) and in streaming mode are sufficient to circumvent the presented attacks.
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1. Introduction

Block ciphers are length-preserving cryptographic primitives that operate on finite, fixed-length text blocks. More precisely, block ciphers are keyed permutations, denoted \( E_K : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2^n \), where \( n \) is a fixed integer denoting the size of one text block, and the secret key \( K \) is chosen uniformly at random from a sufficiently large key space \( K \). In general, \( n \) is a small integer value such as \( n = 32 \) for KATAN32, \( n = 64 \) for DES, \( n = 96 \) for BKSQ [Daemen and Rijmen 2000] and \( n = 128 \) for the AES [FIPS197 2001]. Larger values such as \( n = 4096 \) were adopted by the Mercy cipher [Crowley 2000]. The value of \( n \) is arbitrary and set up by convenience according to design considerations and for specific applications; \( n \) does not need to be an even integer nor a power of two. For instance, in the CTC cipher, \( n = 255 \) bits [Courtois 2006].

We assume the size of the key \( K \) to be large enough, say \( |K| \geq 128 \) bits, and subkeys to be generated efficiently and securely. Our analysis is independent of the key size or its value. Also, we do not exploit the existence (or not) of equivalent keys, weak keys [Menezes et al. 1997], complementation property (DES) or other weaknesses in the key schedule algorithm. Moreover, our attacks are in the single-key model (no related keys).

Traditionally, secure \( n \)-bit block ciphers are modeled as pseudorandom permutations (PRP) [Luby and Rackoff 1988]. It means that computationally bounded adversaries \( A \), allowed a polynomial number \( q \) of queries, may distinguish a given block cipher \( E \) from a random permutation \( \pi \), chosen uniformly at random from the set \( \text{RP}^n \) of \( 2^n! \) permutations, with
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negligible advantage

\[ \text{Adv}_A(q) = |\Pr(k \xleftarrow{\$} K : A^{E_K} = 1) - \Pr(\pi \xleftarrow{\$} \mathcal{R} P^n : A^\pi = 1)|, \]

where \( y \xleftarrow{\$} \mathcal{Y} \) means \( y \) is selected uniformly at random from the set \( \mathcal{Y} \), and \( A^X \) returns '1' if \( A \) believes it is dealing with oracle \( X \); otherwise, \( A \) returns '0'. Therefore, '1' means 'success' while '0' means 'failure'; 'negligible' means that the advantage grows slower than the inverse of any polynomial (in \( n \)). If the advantage is negligible even if the adversary is allowed decryption queries (\( D_K = E_K^{-1} \)) then, the block cipher is called a strong pseudorandom permutation (SPRP).

For negligible advantage, if the (encryption) queries are only known by the adversary, then the block cipher is deemed indistinguishable under known-plaintext attacks (IND-KPA); if the (encryption) queries are chosen by the adversary, then the block cipher is deemed indistinguishable under a chosen-plaintext attack (IND-CPA); if the decryption queries are adaptively chosen by the adversary, then the block cipher is deemed indistinguishable under an adaptively chosen-ciphertext attack (IND-CCA2). If the advantage is non negligible for a single adversary, then if the queries are known to the adversary, the block cipher is not IND-KPA. Analogously, for chosen queries the block cipher is not IND-CPA, and so on.

In practice, real messages are \( m \) bits long, with \( m \) variable and unrelated to \( n \). A naive solution to provide confidentiality in all cases would be to have block ciphers defined for every possible value of \( m \), but this is not realistic. Rather, modes of operation [Dworkin 2001, IEEE 2008] are defined to extend the domain of application of \( E_K \) from \( \mathbb{Z}_2^n \) (one text block) to \( \mathbb{Z}_2^m \) (the full message), where \( m \) may be arbitrarily large but is always finite. Informally, a secure mode of operation should not disclose the fact that it is using an \( n \)-bit block cipher \( E_K \) as a building block. In summary, a secure mode should turn an \( n \)-bit (S)PRP into an \( m \)-bit (S)PRP. Consequently, issues such as padding, ciphertext expansion, blockwise or bitwise diffusion, unidirectional diffusion should be avoided, that is, weaknesses in the underlying \( n \)-bit block cipher should not propagate to the larger \( m \)-bit block.

Standard confidentiality modes of operation nowadays include: Electronic Code-Book (ECB), Cipher Block Chaining (CBC), Output FeedBack (OFB), Cipher Feedback (CFB), Counter (CTR) and XEX Tweakable block cipher with ciphertext Stealing (XTS) [Dworkin 2001, Dworkin 2010a, IEEE 2008, Rogaway 2004]. The XTS mode in [IEEE 2008] was explicitly instantiated with the AES as the underlying block cipher. Moreover, the maximum size \( m \) of a message allowed to be encrypted via XTS-AES was upperbounded to \( 2^{20} \) 128-bit blocks. The fact that these modes of operation are linked to the AES [Dworkin 2001, Dworkin 2010a] makes this analysis quite relevant nowadays.

We consider random permutations operating directly on \( m \)-bit strings, and not \( n \)-bitwise like \( E_K \), whether \( n \) is even, odd, a power of two, a divisor of \( m \) or otherwise. Moreover, random permutations are not structured transformations that require modes of operation or Feistel or SPN structures like \( E_K \). A random permutation, in our context, is a bijective mapping chosen at random from the set of all \( 2^m! \) permutations of the space \( \{0, 1\}^m \) of \( m \)-bit strings. We...
denote a random permutation as $\pi_m : \mathbb{Z}_2^m \rightarrow \mathbb{Z}_2^m$; a mapping selected at random from the set $\text{RP}_m = \{\pi_m^i : 1 \leq i \leq 2^m!\}$.

In this paper, instead of forcing random permutations to operate on $n$-bit strings, abiding to a block cipher domain size, we look at how block ciphers fare when forced to operate on $m$-bit strings for arbitrary, variable $m$, which is unrelated to $n$. In other words, instead of ‘downsizing’ the random permutation to always operate on fixed $n$-bit blocks, we work the other way around: we operate on $m$-bit blocks from the start because $m$ represents the real size of an entire input message. Consequently, the queries made by an adversary are $m$ bits long, which may be smaller, equal or larger than $n$ bits. Before each attack starts, we set a value for $m$ and do not change it until the attack ends.

In a block cipher setting, both an $n$-bit block and a full $m$-bit message are usually called plaintext. To make the distinction clear for our attacks, $n$ is bound to a block cipher domain space, like $n = 64$ bits for the DES, while $m$ is bound to a full input text message, for instance, the Project Gutenberg (ASCII) copy of the King James Bible (Old and New testaments) is 4.13 Mbytes or $m = 34,663,312$ bits long. To avoid extreme cases such as $m = O(2^n)$, we restrict our analysis to $m$ being a polynomial in $n$: $m = O(n^t)$ for $t$ a fixed constant unrelated to $n$. Otherwise, the adversary could cheat by using a single $2^n$ n-bit long message that contains all $n$-bit values. Further, depending on the mode of operation used, this single, long message could provide the entire codebook, which allows one to encrypt and decrypt any $n$-bit block without knowing the key.

This paper is organized as follows: Sect. 2 lists our contributions; Sect. 3 briefly describes the confidentiality modes under analysis; Sect. 4 describes distinguishing attacks in a PRP setting that apply to any block cipher; Sect. 5 discusses 2-pass modes and how they counter the attacks described in the previous section. Sect. 6 lists our conclusions.

2. Contributions

Our contributions address real limitations/shortcomings of standard single-pass confidentiality modes of operation. We explain systematically and constructively, for all these modes, how to perform efficient distinguishing attacks in a PRP setting. We describe attacks that

(i) work in a black-box setting, which in our case means the attacks work for any block cipher and any key schedule algorithm,

(ii) are very efficient concerning time, data and memory complexities, and thus violate any reasonable security thresholds whether in theory or in practice,

(iii) have very high success rate,

(iv) do not depend on (and cannot be countered by changing) the key size, key value, number of rounds, IV or nonces.

3. Brief Description of Confidentiality Modes

We briefly summarize the modes of operation under analysis in this paper. Let $P = (P_1, P_2, \ldots, P_t)$ denote an $m$-bit plaintext message and $C = (C_1, C_2, \ldots, C_t)$ denote the corresponding ciphertext, where $m = \sum_{i=1}^t |P_i|$. Some modes require random $n$-bit initial values, denoted IV.

- ECB: in the Electronic CodeBook mode each ciphertext block $C_i$ depends only on $P_i$ according to the formula $C_i = E_K(P_i)$ for $i \geq 1$. Diffusion in ECB is blockwise, which
means limited error propagation and independent (parallel) encryption of blocks. There may be a need for padding, if \( m \not\equiv 0 \mod n \).

- CBC: in Cipher Block Chaining mode, each ciphertext block is chained to the previous ciphertext block, and thus, depends on all previous plaintext blocks, according to the formula \( C_i = E_K(P_i \oplus C_{i-1}) \), for \( i \geq 1 \), and \( C_0 = IV \). Diffusion is better compared to the ECB mode, due to text chaining in left-to-right direction. On the other hand, parallel processing is hindered because of chaining. Error propagation is limited: if \( C_i \) is damaged, only \( P_i \) and \( P_{i+1} \) are affected.

- \( b \)-bit CFB: \( b \)-bit Cipher Feedback mode turns a block cipher into a self-synchronous stream cipher according to the formula \( C_i = P_i \oplus \text{lsb}_b(E_K(C_{i-1})) \), for \( i \geq 1 \) and \( C_0 = IV \), where \( \text{lsb}_b(x) \) denotes the least significant \( b \) bits of \( x \). Due to the ciphertext chaining \( C_{i-1} \), this mode is non parallelizable. On the other hand, the CFB mode only needs \( E_K \) for both the encryption and decryption operations. Moreover, there is no need for padding, since it is a streaming mode operating on variable-length blocks.

- \( b \)-bit OFB: \( b \)-bit Output Feedback mode turns a block cipher into a synchronous stream cipher according to the formula \( C_i = P_i \oplus X_i \), where \( X_1 = \text{lsb}_b(E_K(IV)) \) and \( X_i = E_K(X_{i-1}) \) for \( i > 1 \). In this paper, we assume \( b = n \). Note that the key stream exclusive-ored to \( P_i \) is text independent, i.e. unlike the CFB mode, \( X_i \) only depends on the IV and the key \( K \). Therefore, OFB is a parallelizable mode since \( X_i \) can be precomputed (and stored) beforehand. It also means independent blocks \( P_i \) can be (re)encrypted without affecting \( C_j \) whether \( j < i \) or \( j > i \). The propagation of bit-flipping errors is limited: a bit flipped in \( C_i \) only affects \( P_i \). This error propagation is the same as in the One-Time Pad (OTP) [Menezes et al. 1997]. Note that only \( E_K \) is enough for both the encryption and decryption modes.

- CTR: in counter mode each ciphertext block is computed as \( C_i = P_i \oplus E_K(X_i) \) where \( X_1 = IV \) and \( X_i = E_K(f(X_{i-1})) \) for \( i > 1 \), with \( f \) a simple counter function or a Linear Feedback Shift Register (LSFR). CTR is a stream mode, thus, there is no need for padding, and error propagation is limited (like in a OTP). Just like in OFB, only \( E_K \) is enough for both the encryption and decryption operations in CTR mode.

- XTS: in XEX Tweakable with ciphertext Stealing mode, each ciphertext block \( C_i \) is computed as \( C_i = X_i \oplus E_{K_2}(P_i \oplus X_i) \), where \( X_i = E_{K_1}(i) \otimes \alpha \). According to [Dworkin 2010a], \( n = 128 \) bits, \( E_K \) is AES, \( \alpha \) is a primitive element of \( GF(2^{128}) \), and \( \otimes \) is multiplication in \( GF(2^{128}) \). XTS is a parallelizable mode, operating blockwise like in ECB, but requiring double encryption per block. XTS uses ciphertext stealing [Menezes et al. 1997] when \( m \not\equiv 0 \mod n \).

4. Distinguishing Attacks

The weakest goal of an adversary is to be able to distinguish a ciphertext from a random string. If a cipher does not leak information on the plaintext through to the ciphertext, then adversaries cannot distinguish the given cipher from a random permutation (over the same plaintext space). In this paper, we focus exclusively on this type of distinguishing attack. A modern trend is to complement the confidentiality property with an authentication tag, such as in IACBC (Integrity-Aware CBC) and IAPM (Integrity Aware Parallelizable Mode) [Jutla 2001, Jutla 2000]. There are several authenticated-encryption (AE) modes such as CCM (CBC-MAC with Counter Mode) [Whiting et al.], EAX (uses OMAC) [Bellare et al. 2004], CWC (Carter-Wegman-Counter) [Kohno et al. ] and GCM.
They perform two (or more) passes over the input message, but one pass is for encryption while the other passes are for computing an authentication tag. Our focus is on confidentiality modes only.

Our attacks deal with the dichotomy \( n \) versus \( m \), that is, the fact that modes of operation using block ciphers \( E_K \) are inevitably bound to operate on \( n \)-bit blocks, for fixed \( n \), while random permutations can freely operate on \( m \) bits, without need to partition the plaintext in \( n \)-bit (or smaller) pieces. Our attacks use very few known- or chosen-plaintext (KP or CP) queries and are independent of the key size, the number of rounds, the block size \( n \) and the internal cipher components of \( E_K \).

The classical case \( n = m \) has already been treated [Bellare et al. 1997, Bellare and Rogaway 2006]. The motivation to move beyond the setting \( n = m \) is that it allows us to view the interaction between different \( n \)-bit encrypted blocks. The setting \( n \neq m \) is powerful since it allows us to exploit peculiar behaviors of modes of operation (padding, blockwise operation, IV, poor diffusion) that set them apart from random permutations when operating on arbitrary-size plaintext messages.

We focus our analyses on two cases:

- (i) \( n > m \): in this case, for ECB, XTS and CBC modes, some padding scheme is needed because \( E_K \) necessarily operates blockwise and cannot be applied to less than \( n \) bits. On the other hand, \( \pi^m \) operates smoothly on \( m \)-bit inputs without padding, and generates an \( m \)-bit output. For \( E_K \), even ciphertext stealing [Dworkin 2010b] is not an option since there are no previous ciphertext block to steal bits from. Even if bits are stolen from an initial value (IV) or from the key \( K \), the end result is ciphertext expansion: while the input block has \( m \) bits, the ciphertext output has necessarily \( n > m \) bits for \( E_K \). Moreover, the excess \( n - m \) bits cannot be removed otherwise decryption will not work. Therefore, the length of the ciphertext alone indicates if \( E_K \) or \( \pi^m \) was used, and the advantage in distinguishing between the two will be 1.

In the XTS and CBC modes, different messages may use different initial values (IVs), but this is not an issue in our attacks. Exceptionally, in this case, we only need a single known-plaintext query.

We assume that IV’s, nonces and tweaks are agreed upon between the legitimate parties like the key \( K \). Nonetheless, the former are public values while \( K \) is secret. We assume that the former are not accounted for in the input size \( n \) nor in \( m \). In other words, these auxiliary values do not consume bandwidth, i.e. they are not transmitted along with the ciphertext. Otherwise, they would lead to ciphertext expansion and we could use them to discriminate between \( E_K \) and \( \pi^m \) (since the latter clearly does not need them).

In OFB and CTR modes, only \( m \) keystream bits are enough to encode an \( m \)-bit message. These stream modes have the same bitwise diffusion as the One-Time-Pad (OTP): if a single bit of the ciphertext flips, only the corresponding bit of the plaintext flips (after decryption). We query a single, known \( m \)-bit message \( P \) and obtain the corresponding ciphertext \( C \). Next, we flip a single bit of \( C \) to get \( C' \) and ask for its decryption. In both OFB and CTR modes, the corresponding plaintext \( P' \) from \( C' \) will differ in a single bit compared to \( P \) and in the same position of the bit changed in \( C \). For \( \pi^m \), the entire plaintext will be garbled, and the probability that a single bit flip in \( C \) leads to a single bit flip in \( P \) is \( 1/2^{m-1} \) since \( m - 1 \) bits have to be equal to both \( P \) and \( P' \). The advantage in this case is \( 1 - 2^{1-m} \). The larger \( m \) is, the larger the advantage. To achieve an even larger advantage, another bit of \( C \) could be flipped, leading
to $C''$, and the attack repeated. We cannot use two messages $(P, P')$ differing in a single bit because each of $P$ and $P'$ would necessarily require different IVs. In CTR mode the counter is the IV.

In $b$-bit CFB mode, typically $b = 1$ or $b = n$ but let us assume $b = m$ is allowed. Then, the attack is similar to the one in OFB and CTR modes. Let $P$ be a known message with $|P| = m$ bits. The $m$-bit ciphertext is $C = P \oplus E_K(IV)$. Notice that since the message is smaller than a single block there is no chance of ciphertext chaining, since there is no initial ciphertext, just the IV. Thus, the effect is just like in OFB and CTR modes because $E_K(IV)$ is text-independent.

If $b = 1$, then we encrypt $P$ as before and get $C$. Next, we flip the last bit of $C$ to get $C'$, and ask for its decryption. The flipped bit of $C'$ will be feedback into the state at the latest and the corresponding plaintext $P'$ will differ from $P$ only in the last bit under $E_K$. The probability for this single bit difference in $\pi^m$ is $1/2^{m-1}$ i.e. $m - 1$ bits will have to be equal under $\pi^m$. Even if $b$ were secret, there are only a finite number of possibilities for $b$: 1 up to $m - 1$. With at most $2(m-1)$ queries, the previous attack can be repeated for every possible value of $b$. The advantage is $1 - 2^{1-m}$.

(ii) $n < m$: there are two subcases to consider

- $m \equiv 0 \mod n$: the ECB mode is straightforward to analyse. Just query repeated blocks $(P, P, P)$ and observe if the ciphertext is a repeated sequence $(C, C, C)$. If so, then the adversary identified a block cipher $E_K$, otherwise, a random permutation $\pi^m$. The advantage is $1 - 2^{-n}$. Observe that while $E_K$ operates on $n$-bit blocks, $\pi$ rather operates on the entire sequence $(P, P, P)$ at once, and there is only a tiny chance $2^{-n}$ that the result would be $(C, C, C)$.

In CBC mode, the adversary asks two queries $(P_1, P_2, P_3)$ and $(P'_1, P_2, P_3)$ such that $P_1 \oplus IV = P'_1 \oplus IV'$, where IV and IV' are the corresponding initial values [Bellare et al. 1997]. Note that we choose $P_1$ and $P'_1$, not the IVs. Thus, $C_1 = E_K(P_1 \oplus IV) = E_K(P'_1 \oplus IV') = C'_1$. Since the remaining blocks are the same for the rest of the message, and the first ciphertext block feedback in CBC mode is the same in both messages, the remaining ciphertext blocks are also identical for $E_K$. For a random permutation on $m$ bits, this collision will never happen since $\pi^m$ is a permutation. The advantage is 1.

If (ever) the IV happens to be the same, then we query two messages $(P_1, P_2, P_3)$ and $(P_1, P_2, P'_3)$ such that $P_3 \neq P'_3$. Notice that the (ciphertext) chaining in CBC is in the left-to-right direction. Left-to-right chaining means that $P_i$ is processed before $P_j$ for $i < j$. In summary, $P_1$ blocks are encrypted for increasing values of $i$ starting with $i = 1$. Therefore, $P_j$ depends on $P_i$ for all $i < j$, but not the other way around. Thus, only $C_3$ will differ: $C_1$ and $C_2$ will be the same for both messages since the IV is the same. For $\pi^m$, in this case, the probability is $2^{-2n}$ for two consecutive $n$-bit blocks to be equal, and the advantage is $1 - 2^{-2n}$. For $E_K$ and the given messages, the two $n$-bit ciphertext blocks $C_1$ and $C_2$ will always be the same. The advantage grows for longer messages.

In OFB, XTS and CTR modes, we make a message query $P$ and obtain $C$. Further, we flip a single bit of $C$ to get $C'$, and ask for its decryption. For $E_K$, just a single bit of the resulting plaintext $P'$ will differ from $P$ like in a One-Time Pad (OTP). For $\pi^m$, the probability of observing a 1-bit difference in two $m$-bit plaintexts is $1/2^{m-1}$, and
the advantage is \(1 - 2^{-m}\). Note that in this case the adversary is making an adaptively chosen-ciphertext query, and the decrypted ciphertext results in a meaningful plaintext (except, eventually, for the garbled bit position). Again, notice that in OFB, XTS and CTR modes there is no plaintext-dependent chaining. Likewise, for \(b\)-bit CFB mode, the attack proceeds like in OFB mode since the diffusion is in the left-to-right direction only.

- \(m \not\equiv 0 \mod n\): this case is similar to the case \(n > m\), and the focus is on the last message block that contains only \(m \mod n\) bits. The treatment of these trailing bits by each mode of operation allows the adversary to detect whether \(E_K\) or \(\pi^m\) was used. For ECB, XTS and CBC modes, ciphertext stealing could be used, and our previous argument in the case \(n > m\) do not apply. For ECB and XTS modes, the adversary queries two messages \((P_1, P_2, P_3)\) and \((P_1, P_2, P'_3)\) where \(|P_3| = |P'_3| = m \mod n\), but \(P_3 \neq P'_3\). For CBC mode, the messages are \((P_1, P_2, P_3)\) and \((P'_1, P_2, P'_3)\) where \(|P_3| = |P'_3| = m \mod n\), but \(P_3 \neq P'_3\). \(P_1\) and \(P'_1\) are such that \(P_1 \oplus IV = P'_1 \oplus IV'\), so \(C_1 = C'_1\).

In ECB, XTS and CBC modes, after padding, only \(C_3\) and \(C'_3\) will differ while \(C_i = C'_i\) for \(i < 3\) whatever \(E_K\) is used. If the same IVs are ever used, we can just choose different \(P_3\) and \(P'_3\). Thus, the adversary can distinguish between \(E_K\) and \(\pi^m\) with advantage \(1 - 2^{m \mod n - m}\) for \(m\)-bit messages, since only the last \(m \mod n\) bits differ in both messages.

For OFB, CTR and CFB modes there is no padding, but the same strategy as in the OTP also apply: we exploit the bitwise diffusion.

In our attacks, we exploited the following facts that are inherent to any block cipher \(E_K\) using a confidentiality mode of operation:

- **padding and ciphertext stealing**: in ECB, XTS and CBC modes, the size of each text block has to be at least \(n\) bits, because \(E_K\) cannot operate on smaller blocks. To fill in the missing bits, padding is needed. It does not matter which padding scheme is used since there will be ciphertext expansion anyway, and this fact alone is enough to detect that \(E_K\) was used instead of \(\pi^m\). Notice that random permutations \(\pi^m\) never need padding.

- **left-to-right (L2R) diffusion and one pass over the message**: CBC and CFB modes applied to a message \((P_1, P_2, P_3, \ldots)\) chains values in left-to-right order (and never the other way around), that is, \(C_i\) depends on \(C_j\) and indirectly on \(P_j\) for \(j \leq i\), but \(C_i\) is independent of \(C_j\) and \(P_i\) for \(l > i\). In a sense, the left-to-right chaining order makes both the CBC and the CFB modes a kind of T-function [Klimov and Shamir 2002]. This unidirectional diffusion is due to the design of these modes: only a single pass is allowed over the message due to efficiency and buffering considerations. We exploited precisely these weaknesses to construct our message queries and attacks. Notice that the attacks work independently of the underlying block cipher \(E_K\) or the key size. In comparison, for \(\pi^m\) there is full diffusion across an entire \(m\)-bit string. Moreover, the avalanche effect holds for \(\pi^m\): changing a single bit in any of the \(m\) input bits implies all output bits change with 50% chance. For \(E_K\) over \(m\)-bit messages, the avalanche effect does not hold.

- **plaintext-independent chaining**: in ECB, XTS, OFB and CTR modes, the dependence between consecutive \(n\)-bit blocks (if ever) depends on the key, the tweak or the IV but not on the plaintext nor the ciphertext. This feature is motivated by parallel
processing capabilities of these modes to speed-up encryption. In $\pi^m$, we expect full
text-dependent diffusion across the entire $m$-bit string.

- bitwise diffusion in OTP: in streaming modes such as OFB and CTR, the key bit-
stream generated simulates a One-Time-Pad in the sense that the ciphertext is simply
the message xored to a plaintext-independent key stream. This fact means that diffu-
sion is worse than the left-to-right diffusion pointed out for the CBC and CFB modes:
if only a limited set of bits change in the message, the very same isolated set of bits will
change in the ciphertext (and vice-versa). This is extremely unlikely to be observed in
a random permutation $\pi^m$ operating on the whole $m$ bits at once, and this phenomenon
can be detected for $E_K$ with only two queries: one encryption and one decryption.

The probability of the adversary simply guessing whether the oracle he interacts with is
$E_K$ or $\pi^m$, is 1/2. In all cases, our attacks have advantage much larger than 1/2, for appropriate
and realistic values of $m$.

In summary, all the modes analysed previously leak information, that is, leave foot-
prints or signatures of their presence in the ciphertext, independently of which block cipher
$E$ and key $K$ are used. For instance, a random permutation $\pi^m$ provides full diffusion across
an $m$-bit string as a monolithic transformation. On the other hand, all modes of operation
mentioned necessarily work blockwise, $n$ bits at a time, and in the left-to-right direction, i.e
diffusion is unidirectional. Thus, the avalanche effect is compromised.

To fix these problems, we claim that:

- achieving complete diffusion is necessary; it is suggested that modes of operation perform
two passes over the $m$-bit message in both left-to-right (L2R) and right-to-left
(R2L) directions. L2R is the natural order in which $P_i$ blocks are presented in the input:
$P_i$ before $P_j$ for $i < j$. Therefore, L2R diffusion means that $P_j$ depends on $P_i$ for $j > i$,
but not the other way around. R2L means the opposite, i.e. block $P_i$ is processed before
$P_j$ for $i > j$. Separately, L2R and R2L provide weak diffusion, but combining L2R and
R2L results in much stronger diffusion.

A drawback with two passes over the message is buffering: the intermediate data
processed in the first pass should be securely stored\(^2\) for the second pass (in the re-
verse direction), before ciphertext is output. Well-known modes of operation such as
PEP [Chakraborty and Sarkar 2006], CMC [Halevi and Rogaway 2003] and EME
[Halevi and Rogaway 2004] already required buffering due to multiple passes over the
data. The buffering issue is less critical in settings such as in disk-sector encryption
[SISWG ] since only 512 bytes need to be stored, which is a small amount and is known
beforehand. In general, though, the total size of the input, $m$, is not known in advance.
If the intermediate data, for example, $X_i = E_K (P_i \oplus X_{i-1})$ in a 2-pass mode is leaked,
then the $n$-bit secret intermediate state $X_i$ is exposed and security may be compromised
[Biham 1998], for example, by a meet-in-the-middle attack. The fact that hard-disk
encryption modes actually use multiple passes means that our attacks are relevant.

- modes should use chaining that is either plaintext or ciphertext dependent, such as in
CBC and CFB modes. Multiple passes, in opposite directions, over the data for modes
such as ECB, OFB and CTR are void, since these modes have no text-dependent chaining.
For instance, 2-pass CTR mode (with or without the same IV or key) still does

\(^2\)We assume some kind of secure storage is available. It is intended to protect the partially (1-pass) intermediate encrypted data from
leaking.
not counter the attacks described previously since xoring two key streams (under different counters and keys) are equivalent to applying two OTP keystreams in succession. In other words, diffusion remains bitwise in both 1-pass and 2-pass CTR because the key streams are independent of plaintext and ciphertext. In fact, the same reasoning holds for any number of passes of CTR mode. The same rationale applies to ECB and OFB modes. A drawback of our recommendation is that (chained) modes become non-parallelizable due to text-dependent chaining. Another consequence of the two-pass procedure is that text-dependent chaining causes infinite error propagation across the entire \( m \)-bit ciphertext. This effect, though, simply means complete diffusion was achieved.

- finally, to deal with both the cases \( n < m \) and \( n > m \) a stream mode should be used. For \( n < m \), there are padding schemes, but for \( n > m \) there is no way out for modes that operate blockwise, such as in ECB and CBC.

These conditions are aimed to make the modes behave closer to a random permutation over \( m \)-bit strings.

5. Two-pass modes

Let an \( m \)-bit input message be denoted \( P = (P_1, P_2, P_3, \ldots, P_t) \), where \( |P_i| = n \) bits for \( 1 \leq i \leq t-1 \), \( |P_t| = n - m \mod n \) bits and \( t = \lceil m/n \rceil \). We assume randomly chosen, uniformly distributed, publicly-known \( n \)-bit initial values, \( IV_j \) for \( j > 0 \), if needed. Conventionally, 2-pass modes have been associated with authentication modes such as AES-CCM [Dworkin 2004], but, in the later, the second pass is aimed at computing an authentication tag on top of the confidentiality service of a mode of operation. Therefore, even in AES-CCM, diffusion is still unidirectional: both passes over the data are in left-to-right direction and thus, do not provide appropriate diffusion across an \( m \)-bit block.

There are 2-pass modes of operation that perform R2L diffusion, such as the EMD (Encrypt-Mask-Decrypt) and CMC (CBC-Mask-CBC) modes [Rogaway, Halevi and Rogaway 2003]. But, they use CBC decryption in right-to-left order, and they are aimed at encryption of fixed-size disk sectors, not arbitrary \( m \)-bit messages. It means that these modes are allowed only if \( m \equiv 0 \mod n \), since no padding scheme was defined. Moreover, the CMC and EMD modes contain an additional masking layer in between the two CBC layers. The mask, denoted \( M \) in [Halevi and Rogaway 2003], mixes intermediate blocks \( X_i \) using multiplication over GF\( (2^n) \). This mask provides diffusion across \( n \)-bit blocks and helps counter exhaustive search attacks on specific \( n \)-bit blocks. Without \( M \), diffusion would be much weaker: suppose we have two messages \((P_1, P_2, P_3, P_4, P_5)\) and \((P_1, P_2, P_3, P_4, P'_5)\) that differ only in the last block: \( P_5 \neq P'_5 \). Then, during the first pass in CBC, only \( X_5 \) is different from \( X'_5 \). Since there is no mask, \( X_5 \) and \( X'_5 \) only affect \( C_5, C'_5 \) (directly) and \( C_4, C'_4 \) (due to the backwards text chaining in the CBC decryption of the second pass). The rest of the ciphertext is not affected and diffusion is limited. See Fig. 1.

An alternative scheme would be to perform two-pass CBC both in left-to-right direction, but chaining \( X_i \) as IV to \( X_i \) in the second pass since \( X_i \) would depend on all \( P_i \). Thus, \( C_1 = E_K(X_1 \oplus X_1) \) and, for \( 1 < i \leq t \), we have \( C_i = E_K(X_i \oplus C_{i-1}) \). We call it **wrapped-CBC mode**. See Fig. 2(a). For simplicity, let us consider the \( m \equiv 0 \mod n \) case. There is full diffusion across an \( m \)-bit message due to the chaining of \( X_i \); the intermediate blocks \( X_i \) mask the \( P_i \) and also protect \((P_1, C_1)\) from exhaustive key search attacks. Nonetheless, the
decryption mode is quite weak because all chainings are only fed forward: changing \( C_1 \), for instance, will affect \( P_1, P_2 \) and \( P_3 \) only. See Fig. 2(b).

To avoid this kind of discrepancy between the encryption and decryption modes, an alternative is 2-pass IGE mode. The 1-pass IGE mode was described by C. Campbell in [Campbell 1978]. IGE means Infinite Garble Extension because a single bit flipping error causes infinite error propagation, that is, all subsequent blocks, including the one with the error, will be garbled due to chaining in encryption/decryption. Still, 2-pass IGE mode cannot deal with the case \( n > m \) without causing ciphertext expansion, since encryption is blockwise like in ECB and CBC modes. Therefore, only stream modes can deal with all \( m \) values.

For completeness sake, we describe the 2-pass IGE encryption which we call wrapped-IGE mode, and is depicted in Fig. 3(a). We assume \( n < m \). There are two sub-cases to consider

- \( m \equiv 0 \mod n \): in this case, all blocks are \( n \) bits wide. In the first pass over the \( m \)-bit message, the conventional IGE mode is applied and intermediate blocks \( X_i \) are generated. Diffusion only occurs in the left-to-right direction: \( X_1 = E_K(P_1 \oplus IV_1) \), and for \( 1 < i < t \) we have \( X_i = E_K(P_i \oplus X_{i-1}) \oplus P_{i-1} \). Note the chaining from the previous blocks \( P_{i-1} \), and the unknown \( X_{i-1} \) masks the \( P_i \) block, hiding it. For the second pass, the last ciphertext block is initially generated as \( C_t = E_K(X_t \oplus IV_2) \), and for \( 1 < i < t \) we have \( C_i = E_K(X_i \oplus C_{i+1}) \oplus X_{i+1} \) in the reverse direction. Note the feedforward of \( C_{i+1} \) leading to avalanche in the in the right-to-left direction. The intermediate \( X_i \) blocks mask the outputs of \( E_K \).

Unlike wrapped-CBC mode, the decryption of wrapped-IGE mode has the same (complete) diffusion across the \( m \)-bit block as encryption. An inconvenience is that the ciphertext blocks must be processed in reverse order: from \( C_t \) down to \( C_1 \). See Fig. 3(b).

Unlike CMC and EMD modes, wrapped-IGE does not use nor need multiplication over \( \text{GF}(2^n) \), since the chaining of \( X_i \) and \( C_i \) values are enough to provide the necessary diffusion.

- \( m \not\equiv 0 \mod n \): in this case, there is a final block with only \( m \mod n \) bits that will be treated with the ciphertext-stealing technique [Menezes et al. 1997] to avoid ciphertext expansion.

In the first pass, we proceed as before in IGE mode, but taking care of the last partial block. Again, intermediate data \( X_i \) is generated: \( X_1 = E_K(P_1 \oplus IV_1) \) and, for \( 1 < i < t \) we have \( X_i = E_K(P_i \oplus X_{i-1}) \oplus P_{i-1} \). For the last partial block we use ciphertext stealing. Recall that \( |P_i| = m \mod n \) bits, so \( X_t = E_K((P_i \| \text{lsb}_{n-m \mod n}(X_{t-1}) \oplus X_{t-1}) \oplus P_{t-1}) \), where \( \text{lsb}_v(y) \) denotes the \( v \) least significant bits of \( y \). To adjust the size of the output to the same size \( m \) of the input message, we rearrange the bits as follows: \( X_j = \text{lsb}_{n-m \mod n}(X_{j-1}) || (X_j \gg n - m \mod n) \) for \( 1 < j < t-1 \) and \( X_t = \text{lsb}_{m \mod n}(X_t) \), where \( x \gg y \) denotes \( x \) shifted right by \( y \) bits (the \( y \) least significant bits of \( x \) are dropped). There are two reasons for the rearrangement of bits: (i) the second pass explained in the next paragraph; (ii) the \( \text{lsb}_{n-m \mod n}(X_{t-1}) \) was used in (and can be recovered from) \( X_t \), there is no need to keep it in both \( X_i \) and \( X_{t-1} \). Notice that \( \text{lsb}_{n-m \mod n}(X_1) \) became redundant.

For the second pass, we move in the right-to-left direction, guaranteeing full diffusion across the entire \( m \)-bit string. Initially, \( C_t = E_K(X_t \oplus IV_2) \). For \( 1 < i < t \), we have \( C_i = E_K(X_i \oplus C_{i+1}) \oplus X_{i+1} \). Finally, for the last block, we have \( C_1 =
Lasty, we adjust the size of the ciphertext: $C_2 = \text{lsb}_{n-m \mod n}(C_2)$. This way, there is no ciphertext expansion.

Now, for a secure streaming mode, we suggest 2-pass $b$-bit CFB or wrapped $b$-bit CFB. See Fig. 4. We assume $n$-bit initial values $IV_i$, for $i > 0$, as needed. We assume that $k$-bit keys $K_1$ and $K_2$ are dependent, for instance, jointly generated like $K_1 = E_K(S)$ and $K_2 = E_K(S \oplus K_1)$ from a random $n$-bit seed $S$ and a random $k$-bit key $K$, with $|S| = |K| = |K_1| = |K_2|$. For instance, $E_K$ is AES with $n = k = 128$. This requirement on $K_1$ and $K_2$ aims to counter meet-in-the-middle attacks.

The encryption proceeds as follows: (i) $n > m$: we cannot use $b = m$, even though that would be more efficient than a smaller $b$. Recall that the keystream generated by CFB mode is exclusive-ored to $P$, but if the keystream itself depends on $P$, then, there is a self-referential issue: $C = P \oplus \text{msb}_m(E_{K_1}(\text{msb}_{n-m}(IV_1)||P))$ cannot be decrypted.

Even if we encrypt $P\parallel^0^{n-m}$ i.e. $P$ padded with $n - m$ zero bits, in the first pass, as $X = (P\parallel^0^{n-m}) \oplus E_K(IV_1)$. Then, in a second pass, $C = \text{msb}_m(X \oplus (E_{K_2}(X)))$. But, again, due to a self-referential result, we cannot decrypt $C$. Moreover, $E_{K_2}$ depends on $n$ bits of $X$, and we only have $m$ bits. Therefore, we assume $b = 1$. Let uppercase symbols, such as $S$ denote an $n$-bit block while lowercase symbols such as $s_i$ denote a single bit. In the first pass, there is an initialization step: $S = E_{K_1}(IV_1) = (s_1, \ldots, s_n)$. Next, the bits of $P = (p_1, \ldots, p_m)$ are encrypted by one, and the result is feedback into $E_{K_1}$: $x_i = p_i \oplus \text{lsb}_1(S)$, $S = E_{K_1}((S \ll 1)||x_i)$, for $1 \leq i \leq t$, where $x \ll y$ denotes $x$ left-shifted by $y$ bits. There is no need for padding, since encryption operates bitwise. Using $b = 1$ is inefficient, but since $m < n$, the penalty is minimal. The result is an $m$-bit string $X = (x_1, \ldots, x_m)$.

In the second pass, we wrap around. Initially, $Y = E_{K_2}((\text{lsb}_{n-m}(IV_2)||X_t) = (y_1, \ldots, y_m)$. Then, $c_{m-i} = y_i \oplus \text{lsb}_1(Y)$, $Y = E_{K_2}((Y \ll 1)||c_{m-i})$, for $1 \leq i \leq t$. Note the indexing of the ciphertext bits $c_{m-i}$, for $1 \leq i \leq t$, indicating ‘right-to-left’ direction. This case shows how a streaming mode such as CFB can deal efficiently and smoothly with variable-length inputs, while IGE and other blockwise modes could not, particularly the $n > m$ case, even with padding.

(ii) $n < m$: there are two subcases to consider:

- $m \equiv 0 \mod n$: in this case, we use $b = n$ which means full feedback to improve performance. In the first pass over the $m$-bit message, $Y = E_{K_1}(IV_1)$ is initially generated. Diffusion occurs in the left-to-right direction following a blockwise encryption: $X_i = P_i \oplus Y$ and $Y = E_{K_1}(X_i)$, for $1 \leq i \leq t$. For the second pass, we wrap-around: initially, $Y = E_{K_1}(X_t)$. Then, repeatedly $C_i = X_t \oplus Y$ and we update $Y = E_{K_2}(C_i)$, for $1 \leq i \leq t$. We could alternatively have reversed direction: $C_{t-i} = X_{t-i} \oplus Y$ and $Y = E_{K_2}(C_{t-i})$ for $t > i > 0$. Both options are equivalent.

- $m \not\equiv 0 \mod n$: we have two choices: (i) we can use $b = 1$, which is inefficient for large values of $m$ and fixed values of $n$; (ii) we can use $b = n$ for $\lceil m/n \rceil$ blocks (most of them) and then switch to $b = 1$ for the last partial block of $m \mod n$ bits. Option (ii) is similar to the item $n > m$ where encryption is bitwise using a single bit from $E_{K_j}$, $j \in \{1, 2\}$, at a time. Option (i) is a mixture of the items $m \equiv 0 \mod n$ (for $m > n$) and $n > m$ (for the last $m \mod n$ bits). Again, there are two passes over the $m$-bit message in opposite directions: left-to-right and right-to-left.

The wrapped-CFB mode counters all the attacks described against 1-pass modes, for
both $n < m$ and $n > m$. Flipping a single or even multiple bits of the ciphertext $C_i$ (resp. plaintext $P_i$) will affect all plaintext bits of $P_i$ (resp. ciphertext $C_i$) due to text chaining and bi-directional diffusion in the intermediate blocks $X_i$. The double pass in opposite directions guarantees full diffusion for both encryption and decryption, making them equally strong. Concerning meet-in-the-middle (MITM) attacks, the first $n$-bit block $P_0$ is the most interesting target: $C_0 = P_0 \oplus E_{K_1}(IV_1) \oplus X_0$ and $X_0 = C_0 \oplus E_{K_2}(C_1)$. The other pairs $(P_j, C_j)$, $j > 0$, contain an unknown quantity $X_{j-1}$. In a known-plaintext setting $P_0$ is known. $IV_1$, $C_0$ and $C_1$ are also known. If $K_1$ and $K_2$ were independent $k$-bit keys, then a MITM attack could be applied to the $(P_0, C_0)$ pair with time complexity around $2^k$ calls to $E_K$, instead of $2^{2k}$ [Menezes et al. 1997]. But, by construction, $K_1$ and $K_2$ are (nonlinearly) dependent.

What about birthday-paradox-type attacks for $m$-bit messages? For random, unpredictable IVs and keys, there is no collision possible in wrapped-CFB mode because this mode effectively performs an $m$-bit permutation. It means that two distinct $m$-bit plaintexts (resp. ciphertexts) always lead to different $m$-bit ciphertexts (resp. plaintexts). Consider now the case of variable IVs. Since the text-independent parameters consist of $(IV_1, IV_2, K_1, K_2)$, then if the keys are fixed and only the IVs change then, a birthday-paradox effect on $(IV_1, IV_2)$ would lead to a collision in the $m$-bit ciphertexts after $\sqrt{2^m}$ encryptions under $2^m$ different IVs (assuming $|IV_1| = |IV_2| = n$). This means $m \approx 2n$, but if we assume $n = k$, then an effort of $\sqrt{2^m}$ encryptions is the same as an exhaustive key search. If $m > 2n$, then collisions are void.

There are several modes of operation that aim to achieve better diffusion than the modes in [Dworkin 2001, IEEE 2008]. Multiples encryption passes over the data cannot be avoided if full diffusion is the objective. A strategy is to achieve full diffusion by employing so called universal hash functions instead of encryption. For instance, the Hash-Encrypt-Hash (HEH) mode [Sarkar 2007] was based on the Naor-Reingold [Naor and Reingold, Naor and Reingold 1999] paradigm. HEH targeted disk-sector encryption where the input message is a single disk sector. The buffering issue is minimized, since for disk-sector encryption the storage needed is only $m = 4096$ bits or 512 bytes. The HEH mode uses the ECB mode between two layers of a universal hash function $H : \mathbb{Z}_2^m \rightarrow \mathbb{Z}_2$ (thus, the name HEH). Moreover, $m$ must be a multiple of $n$, the input size of $E_K$. Diffusion across an $m$-bit string is provided by the hash function $H$, which is invertible and cheaper to compute than several $E_K$ instances. But, if $m$ is not a multiple of $n$, it is straightforward to distinguish $E_K$ in HEH mode from $\pi^m$ since HEH cannot be applied due to padding issues.

6. Conclusions

In this paper, we argued about limitations/drawbacks in six standard confidentiality modes of operation: ECB, CBC, OFB, CFB, CTR and XTS that perform a single pass over the input message. A pervasive problem is unidirectional diffusion (left-to-right direction) or bitwise diffusion (in stream modes: OFB, CFB and CTR). Similar conclusions hold for the inverse of these modes, whatever the underlying $n$-bit block cipher $E_K$ and whatever the key $K$. To compound the problem, it is rare to find text-dependent chaining (only present in CBC and CFB modes). Consequently, these modes behave significantly worse than a random permutation over message spaces larger or smaller than a single $n$-bit block. Therefore, the 1-pass modes cannot properly model a random permutation over message spaces composed of $m$-bit strings.

We claim that using the message space of $m$ bits is more relevant as a testing ground,
since in practice messages do not respect $n$-bit boundaries. This setting has already been discussed and is widely accepted for disk-sector encryption, but in the latter $m$ is limited to 512 bytes, which is a multiple of $n$ for many block ciphers such as the AES. In this paper, we allow $m$ to be unrelated to $n$, not necessarily a multiple of $n$, although at most a polynomial in $n$.

The distinguish-from-random attacks described in this paper can be countered by processing the entire message in two passes in opposite directions: left-to-right and right-to-left, to provide full diffusion across the $m$-bit input. Moreover, this countermeasure requires text-dependent chaining. Also, to account for the case $n > m$, streaming modes are necessary, since any padding would cause ciphertext expansion. This combination of double-pass and text-dependent chaining guarantees complete diffusion just as random permutations would do and as would be expected of a block cipher aimed at mimicking the behaviour of $\pi^m$ over large $m$-bit strings.

In our attacks, the adversary may need black-box access to both encryption and decryption oracles. The queries are small in size (a few $n$-bit blocks each) and we used at most two message queries. In all cases, the amount and size of queries are polynomial-sized in $n$. Our attacks have high advantage and are independent of $n$, or of the cipher structure (Feistel, SPN, IDEA-like, LFSR-like) or the key size or the number of rounds. Therefore, our attacks apply independently of the underlying block cipher. Table 1 summarizes the results in this paper. From this table, we conclude that under the given assumptions on $(n, m)$, no block cipher in ECB mode can be either IND-KPA or IND-CPA. Analogously, no block cipher in CBC mode can be either IND-KPA or IND-CPA; no block cipher in CFB mode can be either IND-KPA or IND-CCA2; no block cipher in CTR mode can be either IND-KPA or IND-CCA2; no block cipher in OFB mode can be either IND-KPA or IND-CCA2; no block cipher in XTS mode can be either IND-KPA or IND-CPA.
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<table>
<thead>
<tr>
<th>1-pass mode</th>
<th>data/memory</th>
<th>attack complexity</th>
<th>advantage</th>
<th>issue</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECB 1 KM</td>
<td>1</td>
<td>1</td>
<td>padding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECB 1 CM</td>
<td>1</td>
<td>$1 - 2^{-n}$</td>
<td>blockwise diffusion</td>
<td>$n &lt; m$, $m \equiv 0 \mod n$</td>
<td></td>
</tr>
<tr>
<td>ECB 1 KM + 1 CM</td>
<td>2</td>
<td>$1 - 2^n \mod n - m$</td>
<td>L2R diffusion</td>
<td>$n &lt; m$, $m \not\equiv 0 \mod n$</td>
<td></td>
</tr>
<tr>
<td>CBC 1 KM</td>
<td>1</td>
<td>1</td>
<td>padding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBC 1 CM</td>
<td>1</td>
<td>collision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBC 1 KM + 1 CM</td>
<td>2</td>
<td>$1 - 2^n \mod n - m$</td>
<td>L2R diffusion</td>
<td>$n &lt; m$, $m \equiv 0 \mod n$</td>
<td></td>
</tr>
<tr>
<td>CFB 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bit diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bit diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bit diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTR 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bitwise diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTR 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bitwise diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OFB 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bitwise diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OFB 1 KM + 1 CC</td>
<td>2</td>
<td>$1 - 2^{1 - m}$</td>
<td>bitwise diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XTS 1 KM</td>
<td>1</td>
<td>1</td>
<td>padding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XTS 1 KM + 1 CM</td>
<td>2</td>
<td>$1 - 2^n \mod n - m$</td>
<td>L2R diffusion</td>
<td>$n &lt; m$, $m \equiv 0 \mod n$</td>
<td></td>
</tr>
</tbody>
</table>

KM: Known Message; CM: Chosen Message; CC: Chosen Ciphertext

†: memory complexity is the space needed to store the given data.


A. Modes of Operation Schematics
Figure 1. CMC mode without masking layer (T is tweak): (a) encryption, (b) decryption.

Figure 2. Wrapped CBC mode (2-pass CBC with feedback of last block): (a) encryption, (b) decryption.

Figure 3. Wrapped IGE mode (two IGE passes): (a) encryption, (b) decryption.

Figure 4. Wrapped CFB mode: (a) encryption, (b) decryption.