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Resumo. Este trabalho apresenta o AnonLFI, um framework hibrido para
anonimizar relatos de incidentes de seguranca escritos em linguagem natural.
A proposta busca viabilizar o uso desses dados por Large Language Models
(LLMs), ao mesmo tempo em que protege informagoes sensiveis da propria
IA. O framework combina pseudoanonimizagdo deterministica, reconhecimento
de entidades nomeadas (NER) e expressoes regulares para tratar dados ndo
estruturados, preservando o contexto original e permitindo reidentificacdo
controlada quando necessdrio. O trabalho define requisitos especificos para
anonimizagdo reutilizdvel no contexto de CSIRTs, avalia ferramentas existentes
e demonstra, com base na andlise de 763 incidentes reais, que o framework
alcanga 97,38% de eficdcia sem gerar falsos positivos. Os resultados demon-
stram a eficdcia da ferramenta em anonimizar dados de incidentes de seguranca
reais, preservando o contexto e a utilidade das informagées para andlise.

1. Introducao

O aumento da complexidade das ameacas cibernéticas tem tornado o tratamento
de incidentes de seguranca uma atividade que ultrapassa a mera resposta técnica, exigindo
colaboracdo entre multiplos atores. Em cendrios como a deteccdo de botnets, que en-
volvem diversos dominios e institui¢des, a auséncia de compartilhamento estruturado de
informacodes entre Computer Security Incident Response Teams (CSIRTs) compromete a
identificacdo coordenada de ataques. Ampliar essa colaboracdo pode fortalecer a capaci-
dade coletiva de resposta e contribuir para uma seguranca cibernética mais eficaz. En-
tretanto, proteger a privacidade de dados sensiveis presentes na descricao dos incidentes
de seguranca € considerado o principal desafio dessa colaboracgdo, visando evitar o vaza-
mento de dados como IPs, enderecos MAC, e-mails, nomes de dominio, identificadores
de usudrios e senhas.

Neste contexto, a anonimiza¢do de dados emerge como uma solugdo indis-
pensdvel para ampliar a colaboracdo entre CSIRTs e viabilizar o processamento au-
tomatizado de incidentes em conformidade com normas e legislagdes vigentes, como
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a Lei Geral de Protecio de Dados (LGPD). No entanto, as técnicas convencionais
[Majeed and Lee 2020, Murthy et al. 2019], como a anonimizacdo irreversivel, fre-
quentemente se mostram insuficientes para lidar com a natureza nao estruturada dos re-
latos de seguranga, que incorporam linguagem técnica, acronimos especificos e metada-
dos confidenciais. Adicionalmente, a aplicacdo de técnicas recentes [Yang et al. 2024],
como as baseadas em técnicas de Inteligéncia Artificial (IA), para a andlise automatizada
de incidentes através de Large Language Models (LLMs) exige dados de treinamento
ricos em contexto, mas desprovidos de informagdes identificaveis.

O estado da arte em técnicas de anonimizagdo para ciberseguranca revela duas
abordagens primdrias: a anonimizacdo irreversivel, que remove permanentemente iden-
tificadores como IPs e enderecos MAC [Aleroud et al. 2021], e a pseudonimizacdo,
que emprega técnicas de hash ou criptografia para permitir a reidentificagdo controlada
[Varanda et al. 2021]. A pseudonimizacdo demonstra relevancia particular para andlise
de seguranca em Managed Security Service Providers (MSSPs), onde a rastreabilidade
dos dados e a estrutura de dominio sdo necessdrias para investigar ataques distribuidos
[Zhang et al. 2006]. Desafios significativos persistem na heterogeneidade dos formatos
de logs (estruturados e nao estruturados) e na necessidade de preservar caracteristicas re-
alistas dos dados p6s-anonimizacao [Koukis et al. 2006]. Consequentemente, abordagens
hibridas que combinam diferentes técnicas, aliadas ao uso de Inteligéncia Artificial (IA),
apresentam-se como alternativas promissoras para lidar com casos complexos—como a
andlise de dados ndo estruturados presentes em relatos de incidentes de ciberseguranca
—visando sua posterior ingestao em sistemas de cyber threat intelligence.

Diante desse panorama, este trabalho propde uma abordagem sistemdtica e pratica
de anonimizacao de incidentes de seguranca, concretizada através da implementacio do
framework AnonLFI. Esta solucdo busca harmonizar a prote¢do de dados pessoais com
a manutencdo do valor analitico dos incidentes reportados. Foi adotada uma abordagem
hibrida utilizando técnicas avangadas como pseudoanonimizagdo, processamento de lin-
guagem natural e reconhecimento de padrdes via expressoes regulares (regex), em con-
sondncia com o padrdo internacional IODEF (Incident Object Description Exchange For-
mat)' para assegurar a interoperabilidade entre equipes de resposta a incidentes.

As contribui¢des do AnonLFI se manifestam em trés dimensdes cruciais. Primeira-
mente, o desenvolvimento do framework representa uma inovacao tangivel no dominio da
ciberseguranga, oferecendo um processo automatizado local para a transformagdo segura
de dados sensiveis. Em segundo lugar, a aplicagdo pratica em ambientes reais demon-
stra a viabilidade da soluc¢ao, utilizando dados reais de incidentes, enquanto salvaguarda
a privacidade das entidades envolvidas. Por fim, o trabalho estabelece diretrizes claras
para a adoc@o institucional, facilitando a transicao de organizacdes para um paradigma de
compartilhamento seguro de informacdes sobre ameacas cibernéticas.

2. Métodos de anonimizacao aplicados em ciberseguranca

Anonimizagao € o processo de remocao de identificadores, preservando a utilidade
analitica dos dados, o que exige atencdo especial a atributos como enderecos IP, dados
pessoais, € nomes de hosts e dominios, a fim de evitar reidentificacdo [Fisk et al. 2015,
Senavirathne and Torra 2020, Aleroud et al. 2021, Yang et al. 2024]. A preservagao da

"https://www.ietf.org/rfc/rfc5070. txt


https://www.ietf.org/rfc/rfc5070.txt

Anais do SBSeg 2025: Artigos Completos

estrutura de dominio desses dados é fundamental para mitigar ataques por sondagem,
especialmente em cendrios de terceirizacdo da andlise de seguranca [Zhang et al. 2006].
Uma alternativa para lidar com esse desafio e manter correlacdes relevantes entre os dados
¢ a pseudoanonimizacdo [Varanda et al. 2021], que permite a reidentificacdao controlada
por meio de mecanismos como func¢des de hash criptografica, criptografia e tabelas de
correspondéncia (rainbow tables), sendo particularmente util em ambientes que exigem
rastreabilidade.

Diversas abordagens de anonimizagdo foram propostas para proteger dados
sensiveis sem comprometer sua utilidade. No caso de incidentes de seguranca, a escolha
da técnica deve considerar a complexidade e a variedade dos dados envolvidos, como logs
e descri¢Oes técnicas. Entre as principais técnicas de anonimizacdo podemos relacionar
[Imperva 2025, Tempest 2021, Majeed and Lee 2021]:

1. Generalizacdo: excluir parte dos dados para tornd-los menos especificos, im-
possibilitando uma identificagao direta. Exemplo: substituir “Rua das Flores,
Umuarama, 42 por “Rua das Flores”.

2. Agregacao: agrupar atributos em categorias. Exemplo: converter “25 anos” para
“20--30 anos”.

3. Permutacao: embaralhar valores de atributos sensiveis entre registros semel-
hantes para quebrar relagdes diretas.

4. Mascaramento/Supressao: ocultar parte das informagdes com caracteres como
‘x> ou ‘x’. Exemplo: “987. & %% kxk—%x",

5. Pseudoanonimizacao: substituir dados reais por identificadores consistentes e
reversiveis via hash ou chaves. Exemplo: “Jodo Silva” por “hash-pessoa-001”.

6. Perturbacao: adicionar ruido para preservar padrdes estatisticos. Exemplo: al-
terar “R$ 1.000,00” para “R$ 1.012,34".

7. Anatomizacao: separar atributos identificadores dos sensiveis em duas tabelas
distintas, quebrando a associacdo direta entre eles.

Com o passar do tempo, estas técnicas evoluiram impulsionadas por desafios
como lidar com grandes volumes de dados, automacdo e conformidade regulatéria
de segmentos especificos, como o caso dos provedores de acesso a Internet (ISPs)
[Portillo-Dominguez and Ayala-Rivera ]. Em contextos de trafego em larga escala, foram
investigadas estratégias voltadas a adequacdo a normas como a General Data Protec-
tion Regulation (GDPR), combinando anonimizag¢ao, escalabilidade e mecanismos de
consentimento informado [Fejrskov et al. 2020]. Outros equilibram privacidade e real-
ismo dos dados, com foco na manipulacdo de logs e rastros de rede, como network flows
[Rasic 2020, Koukis et al. 2006].

Além destas técnicas e dos formatos de dados tratados, € relevante considerar a fi-
nalidade para a qual cada solu¢do foi concebida. Parte dos trabalhos na drea tenta resolver
problemas como a terceirizagdo da andlise de logs; caso dos provedores de servigos geren-
ciados (MSSPs) [Zhang et al. 2006, Rasic 2020]. Uma abordagem comum aqui, sdo as
técnicas de minimizacdo e supressdo de dados [Portillo-Dominguez and Ayala-Rivera |.
Entretanto, nenhuma dessas propostas trata da anonimizacdo de textos desestruturados
para aplicagdo em modelos de linguagem.

Ferramentas como ARX [Prasser et al. 2017], sdcMicro [Templ et al. 2015] e
Amnesia [Haber et al. 2022] oferecem suporte a anonimizagdo estruturada, mas nado
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atendem ao tipo de dado tratado neste trabalho, que envolve descri¢des textuais nao
padronizadas. Solucdes como CryptoPAn [Xu et al. 2001], FLAIM [Slagell et al. 2006]
e cryptopANT [ANT Lab 2018] conseguem manipular também dados ndo estruturados,
mas sao restritos a padrdes sintdticos reconheciveis, nao operando eficientemente so-
bre textos em linguagem natural. Por outro lado, ferramentas de Processamento de
Linguagem Natural (NLP, Natural Language Processing), como spaCy [AI 2025], Pre-
sidio [Microsoft 2025] e modelos disponibilizados pela Hugging Face [Wolf et al. 2019],
oferecem suporte a identificacdo de entidades sensiveis via reconhecimento de entidades
nomeadas (NER - Named Entity Recognition), embora nem sempre atendam aos requisi-
tos de anonimizagao reutilizavel ou permitam a execugao local.

Apesar dos avancgos, observa-se uma lacuna de propostas voltadas a anonimizacao
de incidentes de seguranca descritos em linguagem natural, especialmente em lingua
Portuguesa e com foco na integracdo com modelos de linguagem (LLMs). As LLMs
sdo suscetiveis a vazamentos de dados por meio de ataques ativos e passivos, mesmo
quando técnicas como aprendizado federado e privacidade diferencial sdo empregadas
[Yan et al. 2024]. Esses modelos podem memorizar e revelar informagdes pessoais
sensiveis, comprometendo a privacidade dos usudrios. As estratégias para mitigar esses
riscos envolvem intervencdes em diferentes fases, como higieniza¢do dos dados no pré-
treinamento, aplicacdo de unlearning seletivo no fine-tuning € uso de métodos crip-
togréficos durante a inferéncia. No entanto, tais medidas introduzem novos desafios rela-
cionados a transparéncia dos modelos e a escalabilidade das solucoes.

Adicionalmente, estudos recentes [Gunay et al. 2024, Yan et al. 2024] reforcam
os riscos de vazamentos de dados pelas LL.Ms, tanto por memorizar informagdes sensiveis
quanto por permitir sua extragdo via ataques ativos ou passivos. Tais riscos evidenciam
a importancia de mecanismos de pré-processamento seguros € reutilizaveis, capazes de
anonimizar dados antes que sejam utilizados em modelos. Embora o presente trabalho
nao utilize LLLMs diretamente, a proposta do framework visa preparar dados sensiveis
para possivel uso futuro com esses modelos, atuando como uma etapa intermedidria de
anonimizacao.

Referéncia Formato de Dados Técnica Preparacio para uso em IA/LLMs
Zhang et al. Logs de rede Ofuscagdo

Varanda et al. Logs e eventos Pseudoanonimizagdo

Fejrskov et al. NetFlow/DNS Generalizacdo

Portillo-Dominguez Logs Minimizagdo/Anon.

Rasic Logs Pseudoanonimizag@o

Koukis et al. Trafego de rede Prefix-preserving

AnonLFI Texto ndo estruturado Hash + NER + RegEx v

Tabela 1. Métodos utilizados para anonimizacao de dados em ISPs e MSSPs

O AnonLFI € construido sobre um modelo de linguagem natural do tipo trans-
former (especificamente o xIm-roberta-base-ner-hrl) que, embora seja uma rede neural
profunda, ndo se enquadra como uma LLM. Este trabalho propde preencher essa lacuna
por meio de um framework hibrido baseado em reconhecimento de entidades nomeadas
(NER), expressoes regulares (RegEx - Regular Expression) e hash deterministico, visando
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a anonimizacao reutilizdvel de incidentes de seguranca (ex.: na forma de tickets) e re-
latérios textuais sensiveis. A Tabela 1 apresenta uma sintese dos métodos revisados, o
formato de dados e a técnica de anonimizacao utilizada.

3. Metodologia

A metodologia deste trabalho foi conduzida em trés etapas: (i) levantamento de
requisitos especificos para anonimizacao de dados sensiveis em incidentes de seguranca;
(ii) avaliagdo comparativa de ferramentas de anonimizagao existentes com base nos req-
uisitos definidos; (7ii) desenvolvimento de um framework hibrido capaz de anonimizar
textos ndo estruturados com preservagao de contexto e rastreabilidade; e (iv) Avaliagdo de
desempenho baseada em critérios qualitativos e quantitativos.

Levantamento de Requisitos: A definicdo dos requisitos foi guiada por aspectos legais
da LGPD, operacionais (interoperabilidade e rastreabilidade entre CSIRTSs) e técnicos,
incluindo o suporte a dados ndo estruturados e a utilizagdo dos dados em prompts de
LLMs. Esses requisitos estao detalhados na Sec¢do 4, e guiaram as decisdes de projeto e
avaliacdo ao longo do trabalho.

Ferramenta Tipo de Dado RegExp NLP Reversivel T. Livre
CryptoPAn IPs de rede estruturados /\ Parcial

FLAIM Logs estruturados v 4 v
ip2anonip Logs contendo IPs 4

cryptoANT IPs em texto livre v /\ Parcial
LLM-AIx Prontuérios médicos v v
spaCy Textos desestruturados v v v v
Presidio Textos estruturados e livres v v v 4
Hugging Face Textos desestruturados v v v v

Tabela 2. Ferramentas de Anonimizacao Avaliadas. Selecionadas em destaque.

Avaliacao de Ferramentas Existentes: Foram avaliadas ferramentas tradicionais e
modernas de anonimizacdo baseadas em expressdes regulares, pseudoanonimizac¢io
e reconhecimento de entidades nomeadas (NER). Entre elas estdo o Cryp-
toPAn [Xu et al. 2001], voltado a anonimizacdo de enderecos IP com preservacao de
prefixos; o FLAIM [Slagell et al. 2006], modular e voltado a logs estruturados; o
ip2anonip [Plonka 2003] e o cryptoANT [ANT Lab 2018], voltados a anonimizagdo
reversivel de IPs em texto; além de solugdes baseadas em linguagem natural, como
LLM-AIx [Wiest et al. 2024], spaCy [AI 2025], Presidio [Microsoft 2025] e Hugging
Face [Wolf et al. 2019]. Cada ferramenta foi testada com mais de 700 relatos reais de
incidentes de seguranca, oriundos de diferentes CSIRTs académicos, com o objetivo de
verificar sua eficdcia pratica. As limitagdes observadas auxiliaram no refinamento dos
requisitos inicialmente definidos. A Tabela 2 resume as ferramentas avaliadas, desta-
cando aquelas compativeis com os requisitos estabelecidos, como o suporte a textos nao
estruturados, detalhados na Sec¢do 4.

Desenvolvimento do Framework Hibrido: A partir dos requisitos identificados, foi
desenvolvido o AnonLFI, um framework hibrido para anonimizac¢do de incidentes de
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seguranca. O framework integra técnicas de pseudoanonimizagdo deterministica, RegEx
e NLP, utilizando modelos locais de NER para preservar o contexto € anonimizar enti-
dades sensiveis com rastreabilidade (vide Tabela 2). Detalhes da arquitetura do sistema,
algoritmos e tecnologias utilizadas sdao apresentados na Secao 5.

Avaliacao da Ferramenta: A ferramenta deve ser avaliada baseado em uma série de
critérios qualitativos e quantitativos derivados dos requisitos previamente estabelecidos,
preferencialmente avaliados por um analista de seguranga. A avaliagdo quantitativa e
qualitativa do desempenho da ferramenta é abordada na Secao 6.

4. Requisitos de Anonimizacao para Incidentes de Seguranca em CSIRTSs

A anonimizacao de incidentes de seguranca tratados por CSIRTs deve contemplar
tanto aspectos técnicos quanto organizacionais, garantindo rastreabilidade, interoperabil-
idade entre times e preservacdo de utilidade analitica. A seguir sdo elencados os requi-
sitos especificos para a anonimizacao de tickets e relatorios de incidentes no contexto da
cooperacgao entre CSIRTs.

(R1) Pseudoanonimizacao deterministica e reutilizavel. Para permitir a correlacdo de
eventos em diferentes tickets e ao longo do tempo, os identificadores sensiveis, como
IPs, dominios, nomes de instituicdes e pessoas, devem ser substituidos por pseudonimos
consistentes via funcdes de hash criptograficas. A aplicacao dessa pseudoanonimiza¢do
precisa ser deterministica (produzindo sempre o mesmo pseuddnimo para o0 mesmo iden-
tificador) e reutilizdvel entre diferentes instancias da ferramenta, possibilitando anélises
federadas e colaborativas entre CSIRT distintos, sem violar a privacidade das fontes. O
compartilhamento de informagdes sobre fontes de violacdes é uma meta perseguida por
CSIRTs. O simples conhecimento da existéncia de um evento (ataque) em larga escala é
valioso para CSIRTSs de coordenacao.

(R2) Preservacao do contexto operacional. A anonimiza¢do ndo deve comprometer a
estrutura dos relatos, preservando a cronologia, os vetores de ataque e as agdes mitigado-
ras. A solucdo precisa manter o contexto semantico e sintdtico, substituindo apenas os
dados necessarios, sem afetar a compreensao do incidente, sua sequéncia ou gravidade.

(R3) Suporte a dados nao estruturados em multiplos idiomas. Considerando que tick-
ets de incidentes sd@o muitas vezes enviados por e-mail, formuldrios livres, ou até mesmo
anexos, o sistema deve suportar minimamente textos nao estruturados em Portugués e
Inglés. Isso inclui o reconhecimento de entidades nominais técnicas (nomes de sistemas,
IPs, dominios) e linguagem informal, com sensibilidade a erros ortogréficos e siglas.
Como o uso de imagens ou anexos de arquivos ndo textuais em fickets de seguranca nao
¢ usual, entende-se que ndo € necessario inclui-lo como um requisito.

(R4) Controle local de reidentificacao e auditoria. Embora a anonimizacido deva ser
efetiva, alguns contextos, como auditorias ou investigacdes conjuntas, exigem reversibil-
idade. A solu¢@o deve manter localmente um método de reversibilidade (ex.rainbow ta-
ble) com controle de acesso e trilha de auditoria, permitindo a reidentificacao apenas por
usudrios autorizados. Também é desejavel permitir o compartilhamento de dados com
instituicdes parceiras, como CSIRTs de coordenacdo, para fins estatisticos.

(RS) Interoperabilidade com ferramentas e padroes do ecossistema. Os dados anon-
imizados devem manter compatibilidade com formatos de intercambio ja utilizados por
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CSIRTs, como o IODEF e sistemas de tickets estruturados (ex.: SGIS, RTIR, TOPdesk).
Isto permite a integracao com sistemas de orquestracao, SIEMs, bancos de dados e futuras
andlises automatizadas. A solugdo a ser desenvolvida deve ter a capacidade de detectar
essas estruturas para complementar as informagdes nao estruturadas.

(R6) Conformidade com LGPD. E necessdrio manter a conformidade com a LGPD
durante o processo de anonimizacao.

(R7) Facilidade de uso e customizacao por equipes técnicas. A solucido deve permitir
facil configuracdo de novas entidades a anonimizar (ex.: via regex ou listas) e integracao
com fluxos de trabalho ja utilizados por analistas. Isso inclui suporte a execugdes em lote,
geracao de relatdrios automatizados e interface amigével com sistemas de arquivos locais.
A identificacdo de falhas de anonimizacao deve ser passivel de sinalizagdo para que um
humano possa avaliar (human-in-the-loop).

(R8) Conformidade com Regras locais. O processo de anonimizacao deve ser realizado
localmente, evitando o envio de dados para servicos externos de nuvem. Isso garante
conformidade com normas internas institucionais, como em [UFRGS 2022]. Eventual-
mente, essas normas podem exigir adequagdo na anonimizac¢ao e compartilhamento de
dados sensiveis com terceiros.

A Tabela 3 apresenta um resumo dos requisitos para anonimizagdo em CSIRTsS,
categorizando-os em requisitos funcionais (RF) e ndo funcionais (RNF). Os requisi-
tos funcionais (R1-R4) focam em aspectos como a pseudoanonimizac¢io deterministica,
preservacdo do contexto, suporte a multiplos idiomas e controle de reidentificacdo. J4 os
requisitos ndo funcionais (R5-R7) abordam a interoperabilidade com outras ferramentas,
a execucdo local para conformidade com a LGPD e a facilidade de uso e customizagao.

ID Tipo Descricao

R1 RF  Pseudoanonimizacio deterministica e reutilizdvel com consisténcia global
R2 RF  Preservagdo do contexto técnico e semantico dos relatos

R3 RF Suporte a textos livres em multiplos idiomas (PT/EN)

R4 RF  Reidentificacdo controlada com registro de auditoria local

R5 RNF Compatibilidade com IODEF e sistemas de tickets de CSIRTs

R6 RNF Execucao local e compliance com LGPD

R7 RNF Facilidade de customizagio e integragdo com fluxos existentes

Tabela 3. Requisitos Funcionais (RFs) e Nao Funcionais (RNFs)

5. Framework de anonimizacao de incidentes de seguranca

A presente secdo detalha a arquitetura do framework proposto e apresenta as tec-
nologias utilizadas na implementacao.

5.1. Arquitetura

A arquitetura do framework, denominado de AnonLFI, foi projetada como um
pipeline sequencial (conforme ilustrado na Figura 1) para garantir a anonimizagao eficaz
e rastredvel de dados sensiveis presentes em relatos de incidentes de seguranca, tais como
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os que podem ser vistos na Figura 2. A solu¢do combina técnicas tradicionais, como ex-
pressoes regulares, com abordagens modernas de NLP, permitindo a identificagdo precisa
de padrdes técnicos e reconhecimento de entidades nomeadas (NER).

Entrada dos Verificagdo/ Reconhecimento Anomizacio por
dados | downloaddos — [ep de Entidades e Hasch (SH?Q 225]
modelosde NLP MNomeadas (NER)

!

Armazenamento
Saida dosdados |4 dosdadospara
rastreabilidade

Figura 1. Etapas do pipeline de processamento dos incidentes de seguranca

Cada uma das etapas do pipeline sequencial € detalhada a seguir:

1. Entrada de Dados: A ferramenta 1€ os dados de entrada a serem anonimizados,
definido pelo usudrio como unico argumento posicional e obrigatdrio via linha
de comando. E feita a identificacio do formato (textual ou tabular) para que o
processamento ocorra de forma adequada. Ha suporte para arquivos TXT, DOCX,
CSV e XLSX.

2. Gerenciador de Modelos NLP: O sistema verifica a existéncia local
dos modelos especificos: ‘pt_core_news_lg’, do spaCy; e o transformer
‘Davlan/x1lm-roberta-base-ner-hrl’. O download do primeiro € realizado us-
ando a API nativa do spaCy, enquanto o segundo € obtido do repositério Hug-
ging Face?. Caso os arquivos dos modelos ndo estejam presentes no diretério
local predefinido (‘models’), o sistema realiza automaticamente o download e
armazena para uso posterior. Essa etapa foi incorporada como medida de usabil-
idade, permitindo que o pipeline funcione de forma autdnoma e sem necessidade
de configuracdes manuais adicionais.

3. Reconhecimento de Entidades Nomeadas (NER): Utilizando o modelo trans-
former baixado e as regras RegEXx, a ferramenta identifica entidades como nomes,
organizacoes, localizagdes e enderecos IP.

4. Anonimizacao por Hash Criptografica: As deteccdes sdo substituidas por
‘slugs’: o tipo da entidade, seguido por um fragmento de 10 caracteres do hash
SHA-256 do texto original (sem uso de salf ou nonce). E gerado o hash completo
da entidade limpa (sem espacos em branco), porém o output contém apenas 0s
primeiros 10 caracteres como sufixo, no formato ‘[ TIPO_HASH1@CHARS]’.

5. Armazenamento dos dados: Todas as entidades sdo armazenadas em um SQLite
local, escolhido intencionalmente por sua leveza e integracdo direta, sem de-
pendéncias externas. Grava-se o tipo da entidade, seu texto original, o pseudénimo
gerado (slug), o SHA-256 completo (identificador unico) e timestamps de rastre-
abilidade (primeira e ultima ocorréncia registrada).

6. Saida e Relatorios: Os dados anonimizados sdo salvos em um diretério pre-
definido (‘output/’), enquanto os relatdrios de execucdo sao armazenados sep-
aradamente em ‘logs/’.

Zhttps://huggingface.co/Davlan/x1m-roberta-base-ner-hrl
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O pipeline tem inicio com a entrada dos incidentes. Em seguida, realiza-se,
quando necessario, o download e o carregamento automético dos modelos de NLP. As
entidades identificadas sdo, entdo, substituidas por pseudonimos gerados por meio de
funcdes de hash criptograficas®, preservando-se a estrutura e o contexto semantico do
texto. Os mapeamentos das anonimizagdes sdo armazenados em um banco de dados lo-
cal, permitindo a rastreabilidade controlada por meio de consultas a esse banco. Como
saida, o sistema gera os dados anonimizados, acompanhados de um relatério contendo
métricas basicas da execugao.

5.2. Tecnologias Utilizadas

A implementacdo do framework foi realizada em Python e, visando maior facil-
idade de reproduco, utilizou-se o gerenciador uv*, que lida com todas as dependéncias
necessdrias, orquestrando a execucao, a instalacao das bibliotecas e o versionamento de
todas as tecnologias empregadas’.

Para o desenvolvimento das etapas 2, 3 e 4, foram escolhidos o frame-
work Microsoft Presidio [Microsoft 2025], integrado ao spaCy [AI 2025] e ao Hug-
ging Face [Face 2025]. O Presidio fornece as principais funcionalidades associadas a
anonimizacao, enquanto o spaCy € responsavel pelo processamento de linguagem nat-
ural. O reconhecimento das entidades sensiveis foi realizado com o auxilio do mod-
elo Davlan/x1lm-roberta-base-ner-hrl®. Por fim, utilizou-se também o SQLite3’
para o armazenamento dos dados (etapa 5), assegurando a consisténcia na atribui¢do de
pseudonimos e o controle das identificacdes (com timestamps). Todas as tecnologias
empregadas possuem licengas permissivas (MIT ou Apache 2.0), com uso permitido em
ambientes académicos ou corporativos.

6. Avaliacao Experimental

Os dados utilizados na avaliacdo experimental foram coletados a partir de dois
CSIRTs distintos. Os centros forneceram conjuntos de arquivos em formatos variados, in-
cluindo tickets estruturados provenientes de diferentes sistemas (como o formato IODEF),
bem como dados nao estruturados, como e-mails com anexos encaminhados por usudrios
finais. ApOs o processamento e consolidacdo dessas fontes heterogéneas, foi compilado
um conjunto final composto por 763 relatos de incidentes de seguranca.

A metodologia de avaliacdo empregada neste trabalho consistiu em uma andlise
experimental que utiliza abordagens quantitativas e qualitativas para verificar a eficicia
do framework de anonimizacdo proposto. Essa avaliacdo foi estruturada em trés etapas
distintas. Primeiramente, realizamos uma avaliacdo da capacidade de anonimizagdo do
framework, detalhada na Secdo 6.1, com foco na efetividade em remover ou mascarar
informagdes sensiveis. Em segundo lugar, conforme apresentado na Secdo 6.2, foi con-
duzida uma andlise quantitativa comparando o desempenho do framework na andlise de
incidentes individuais. A terceira anélise realizada em Se¢do 6.3 compara a solucao pro-
posta com resultados de um estudo anterior que empregou o modelo GPT-4 com feedback

3https://csrc.nist.gov/projects/hash-functions
“https://docs.astral.sh/uv/

5Cédigo e exemplos de saida: https://anonymous.4open.science/r/anon-F@EB.
Shttps://huggingface.co/Davlan/x1m-roberta-base-ner-hrl
"https://www.sqlite.org
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adversarial em anonimizacdo de dados pessoais. Nesta andlise, foram utilizadas qua-
tro métricas principais: preservacdo do contexto semantico, legibilidade do texto anoni-
mizado, utilidade das informa¢des anonimizaveis remanescentes e grau de personaliza¢io
da ferramenta. Finalmente, na Secdo 6.4, os requisitos iniciais de projeto do framework
foram revisitados utilizando critérios de avaliacdo como a cobertura da anonimizagao € o
grau de atendimento aos requisitos previamente estabelecidos na Se¢ado 4.

Os experimentos praticos foram conduzidos em uma estacdo de trabalho com
a seguinte configuracdo de hardware: 16GB de meméria RAM DDR4, CPU AMD
Ryzen 3 3300X (8 nicleos 16gicos), GPU NVIDIA GeForce GTX 1650 e um disco SSD
KINGSTON SNV2S1000G. Importante ressaltar que ndo foram utilizados recursos de
aceleragdo por GPU (CUDA ou similar) nem paralelizagdo através de modulos de multi-
processamento durante a execugdo dos experimentos.

6.1. Efetividade na Anonimizacao de Incidentes de Seguranca

Durante a fase de desenvolvimento, diferentes conjuntos de dados foram testados
pela equipe, com a comparacao entre os dados originais e os resultados da anonimizacao
sendo avaliada de forma iterativa. As Figuras 2 e 3 ilustram um exemplo de incidente
real e sua respectiva versdao anonimizada. Nesse exemplo, observa-se que informagdes
sensiveis como dominios e enderecos IP foram corretamente anonimizadas. No entanto,
casos em que esse processo falhou — como na linha “From: Fail2Ban (Keyweb AG)”,
onde o trecho “(Keyweb AG)” nao foi anonimizado — foram considerados erros. Por outro
lado, elementos como nomes de usudrio em logs de tentativas de acesso ssh (caso de
“Invalid user yi”), ndo foram anonimizados por decisdo de projeto do sistema.

Com o objetivo de obter uma avaliacdo externa independente para esta publicacao,
trés analistas de um CSIRT participaram da revisdao manual dos 763 tickets anonimizados,
com base em sua experiéncia na drea de tratamento de incidentes, a fim de identificar
possiveis falhas no processo de anonimiza¢do. Um dos analistas realizou a revisao de-
talhada dos textos anonimizados, enquanto os demais colaboraram com a classificacdao
dos incidentes. Considera-se que o refinamento da anonimizacdo € uma tarefa continua,
essencial para manter a qualidade dos resultados diante de situagdes ndo contempladas
pelos datasets utilizados. Uma das limitacOes observadas refere-se a relatos de incidentes
que incluem imagens com informagdes sensiveis embutidas no contetido visual, as quais
nao sao processadas pela versao atual da ferramenta e nao estdo cobertas pelos datasets
utilizados.

No conjunto de dados entregue aos analista, foram detectadas e anonimizadas
6.100 instancias de entidades sensiveis (um endereco IP recorrente € contado uma tnica
instancia). Um dos analistas identificou 164 ocorréncias de falsos negativos—ou seja,
casos em que informacodes sensiveis deixaram de ser anonimizadas—, resultando em uma
taxa de sucesso de 97,38% do processo de anonimizacdo. O analista ndo identificou
nenhum falso-positivo, i.e., algum contetido ndo sensivel que tenha sido anonimizado.

Um aspecto relevante observado nos casos de falso-negativo foi a concentragio
das 164 ocorréncias em apenas 18 entidades distintas, indicando que a maioria dos er-
ros estava associada a um subconjunto reduzido de padrdes, muitos deles associados a
nomes de dominio (DNS). Outro ponto importante € que 104 relatos de incidente estavam
redigidos em idiomas estrangeiros (sendo 103 em Inglés e 1 em Alemao). Além disso,
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diversos incidentes continham trechos em mais de um idioma, totalizando 412 segmentos
multilingues. Esse cendrio corroborou com o requisito de necessidade de suporte mul-
tilingue no processo de anonimizagdo—um script complementar foi implementado para
identificar automaticamente os trechos em Inglés.

Embora a andlise externa tenha demonstrado a existéncia de falhas pontuais, estas
podem ser corrigidas por meio da criagdo de regras adicionais ou ajustes nos modelos,
sem comprometer, em nenhum momento, 0s requisitos e a arquitetura proposta.

Trechos de um Incidente Real (IPv4 alterados segundo RFC 3330)

From: Fail2Ban (Keyweb AG) <fail2ban-no-reply@dns@1.keymachine.de>
To: mail-abuse@cert.br,cert@cert.br

Subject: Abuse from 192.0.2.138

Date: Tue, 22 Mar 2022 18:21:22 +0100 (CET)

Message-ID: <20220322172122.6B47FAEQ37D@dns@1.keymachine.de>

Dear Sir/Madam,

We have detected abuse from the IP address ( 192.0.2.138 ), which according to a whois lookup is on
your network. We would appreciate if you would investigate and take action as appropriate.

Any feedback is welcome but not mandatory.

Log lines are given below, but please ask if you require any further information.

Excerpt from log for 192.0.2.138
Note: Local timezone is +@10@ (CET)

Mar 22 17:38:57 dns@1 sshd[3082249]: Invalid user yi from 192.0.2.138 port 51570

Mar 22 17:38:57 dns@1 sshd[3082249]: pam_unix(sshd:auth): authentication failure; logname=
uid=0 euid=0 tty=ssh ruser= rhost=192.0.2.138

Mar 22 17:38:59 dns@1 sshd[3082249]: Failed password for invalid user yi from 192.0.2.138 port
51570 ssh2

Mar 22 17:44:59 dns@1 sshd[3082984]: Invalid user testing from 192.0.2.138 port 59998

Figura 2. Exemplo de relato de incidente recebido por email

Incidente pds-anonimizagao

From: [ORGANIZATION_dc2075266f] (Keyweb AG) <[EMAIL_ADDRESS_5de3f9a416]1>
To: [EMAIL_ADDRESS_c4122f8a60], [EMAIL_ADDRESS_83824c64b2]

Subject: Abuse from [IP_ADDRESS_542860d50d]

Date: Tue, 22 Mar 2022 18:21:22 +0100 (CET)

Message-ID: <[EMAIL_ADDRESS_32161ebd15]>

Dear Sir/Madam,

We have detected abuse from the IP address ( [IP_ADDRESS_542860d50d] ), which according to a whois
lookup is on your network. We would appreciate if you would investigate and take action as appropriate
Any feedback is welcome but not mandatory.

Log lines are given below, but please ask if you require any further information.

Excerpt from log for [IP_ADDRESS_542860d50d]
Note: Local timezone is +@10@ (CET)

Mar 22 17:38:57 dns@1 sshd[3082249]: Invalid user yi from [IP_ADDRESS_542860d50d]

port 51570

Mar 22 17:38:57 dns@1 sshd[3082249]: pam_unix(sshd:auth): authentication failure; logname=

uid=0 euid=0@ tty=ssh ruser= rhost=[IP_ADDRESS_542860d50d]

Mar 22 17:38:59 dns@1 sshd[3082249]: Failed password for invalid user yi from [IP_ADDRESS_542860d50d]
port 51570 ssh2

Mar 22 17:44:59 dns@1 sshd[3082984]: Invalid user testing from [IP_ADDRESS_542860d50d] port 59998

Figura 3. Exemplo de relato de incidente anonimizado com o AnonLFI
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Apesar de ndo terem sido identificadas ocorréncias de falsos-positivos na amostra
analisada, reconhece-se que esse tipo de erro pode ocorrer em contextos mais amplos,
especialmente em dominios ambiguos, como nomes comuns ou termos técnicos. Como
estratégia de mitigacdo, a ferramenta pode ser configurada para adotar uma abordagem
conservadora em cendrios de incerteza, optando pela anonimizacdo preventiva nesses ca-
sos. Tal abordagem busca priorizar a protecdo de dados sensiveis, ainda que a custa
de uma leve perda de fidelidade no contetido, especialmente em contextos nos quais a
anonimizacao serve como etapa de pré-processamento para LLMs.

De modo geral, a eficicia da ferramenta—com uma taxa de 97,38% de
sucesso—¢ bastante satisfatoria, especialmente considerando a diversidade linguistica
presente no conjunto de teste e o fato de o sistema ter como requisito operar exclusi-
vamente de forma local (SLM). Os principais tipos de informagdo— enderecos IP e e-
mails—foram corretamente anonimizados quase na totalidade dos casos. Ainda assim,
o sistema apresenta limitacdes ao lidar com padrdes sintaticos mais complexos como um

99 <6

endereco IP sintaticamente incorreto, ou entidades com caracteres especiais (“|”, “(”, “)”

13 2

€

6.2. Avaliaciao Quantitativa

A avaliagcdo quantitativa envolve a anélise objetiva do desempenho da ferramenta,
considerando tanto a eficiéncia quanto a abrangéncia na anonimiza¢do. Foram adotadas
métricas como o nimero total de incidentes processados, o tempo médio de execugdo e
a frequéncia de diferentes tipos de PII (Personally Identifiable Information®). A anilise
foi conduzida por meio de dez execucdes consecutivas da ferramenta, orquestradas pelo
script get_runs_metrics.py, disponivel no repositorio da ferramenta. Esse script per-
corre os arquivos de teste, aplica a anonimizagdo e extrai estatisticas consolidadas, in-
cluindo o tempo médio por execucdo e a quantidade de entidades detectadas por tipo.

Os resultados apresentados na Figura 4 evidenciam a estabilidade e a abrangéncia
do framework. O primeiro grafico (Figura 4a) mostra que o tempo médio de processa-
mento por ticket permaneceu praticamente constante ao longo das dez execugdes, com
média de 1,40 segundos por ticket e desvio padrido de apenas 0,03 segundos, indicando
consisténcia e previsibilidade no desempenho. O segundo grafico (Figura 4b) mostra a
distribui¢do das entidades sensiveis detectadas, com destaque para URL, IP_ADDRESS e
EMAIL_ADDRESS, o que estd em conformidade com os elementos mais recorrentes nos re-
latos de incidentes analisados. Esses resultados reforcam a capacidade da ferramenta em
lidar com os principais tipos de PII presentes em ambientes operacionais.

Um tempo médio de 1,4 segundos por incidente € considerado satisfatorio, espe-
cialmente considerando que os dados sdo processados localmente e que um CSIRT de
porte médio costuma receber menos de 100 tickets por dia. Ainda assim, cabe destacar
que ha espago para otimizagdes de desempenho, uma vez que o suporte a execucao com
GPU ainda nao foi implementado, por exemplo.

8https://csrc.nist.gov/glossary/term/personally_identifiable_information

12


https://csrc.nist.gov/glossary/term/personally_identifiable_information

Anais do SBSeg 2025: Artigos Completos

Média = 1.40s

. PHONE_NUMBER 2
Desvio = 0.03s

21
_ _ - 138 -13_9 _1.38_ 138 LOCATION

@
PERSON 58
o . ORGANIZATION 124
F EMAIL_ADDRESS 163
IP_ADDRESS 460
URL 573

0 100 200 300 400 500 600
Contagem

Tempo Médio (
Tipo de entidade

(a) Tempo médio por ticket (b) Contagem de tipos de entidades

Figura 4. Média de Tempo por Ticket e Contagem de Entidades Unicas

6.3. Avaliacao Qualitativa

Como forma de complementar as métricas quantitativas de desempenho da
anonimizacao, realizamos também uma compara¢do com os resultados apresentados por
[Staab et al. 2024], que utilizaram o modelo GPT-4 com feedback adversarial (GPT-
4AA) para anonimizagdo de dados pessoais. Utilizamos graficos para visualizar o de-
sempenho em quatro métricas qualitativas: (1) preservacdo do contexto semantico, (2)
legibilidade, (3) utilidade das informag¢des anonimizéveis e (4) grau de personalizagdo da
ferramenta.

Os valores de referéncia (GPT-4AA) foram extraidos da Tabela 1 do artigo de
[Staab et al. 2024], expressos em uma escala de 0 a 1. Ja os nossos resultados, obtidos
com o modelo ROBERTa, foram originalmente avaliados em uma escala de 0 a 5 e, pos-
teriormente, normalizados para a mesma escala de comparagdo. A seguir, apresentamos
a andlise individual para cada critério.

* Preservacao do contexto semantico (PS): a anonimizagdo substitui SAs (sen-
sitive attributes) por placeholders descritivos (como EMAIL, IP_ ADDRESS, OR-
GANIZATION), de forma a manter o sentido original das frases.

* Legibilidade (L): o texto anonimizado mantém fluidez e coesdo gramatical, sem
interrupcdes abruptas ou marcagdes excessivas (leitura natural).

* Grau de personalizacao (P): a ferramenta permite a defini¢do de novas regras
de entidades sensiveis a partir da modificagdo do cddigo pela interface da API
do Microsoft Presidio, além de integrar modelos de NLP de maneira modular,
sendo esta feita pela mudanca dos modelos no c6digo, conforme demonstrado na
Figura 5.

Figura 5. Personalizacao pela alteracao de modelos de NLP em codigo

« Utilidade das informacoes anonimizaveis (U): o contetido permanece ttil para
fins de correlacao, investigagdo e treinamento de modelos.
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PS

—— GPT-4 (Staab et al.)
RoBERTa (AnonLFl)

u

(a) AnonLFlI (escala 0-5) (b) AnonLFl vs. Staab et al. (0-1)

Figura 6. Resumo da avaliacao qualitativa

Além das métricas utilizadas para comparacdo com o trabalho de
[Staab et al. 2024], avaliamos também a (C)obertura de anonimizacao (nota 4) e
(F)acilidade de integracao (nota 5) como critérios adicionais de qualidade da solugdo.
Estas métricas foram consideradas por sua relevancia pratica: a primeira se refere
a capacidade da ferramenta de anonimizar de forma consistente diferentes tipos de
informacdes sensiveis (ndo restritas a), enquanto a segunda diz respeito a facilidade
de incorporar a solu¢do em fluxos de trabalho ou sistemas ja existentes. Ambas foram
avaliadas de maneira subjetiva e independente, sem correspondéncia direta nas métricas
dos trabalhos relacionados. As Figuras 6a e 6b ilustram que nossa solucdo apresenta
desempenho comparavel ou superior em quase todas as métricas avaliadas.

6.4. Critérios de Validacao e Revisao dos Requisitos Iniciais

Por fim, foi realizada uma avaliacdo adicional com foco no atendimento aos requi-
sitos definidos, por meio de um conjunto estruturado de critérios. No contexto da Engen-
haria de Software, critérios sdo condicdes objetivas e verificaveis utilizadas para avaliar
ou aceitar artefatos, atividades ou decisdes, assegurando a conformidade com requisi-
tos, padroes ou objetivos previamente estabelecidos [ISO/IEC/IEEE 2018]. Com base
nos oito requisitos originais (Tabela 3), foram definidos doze critérios de validagdo. A
Tabela 4 apresenta a correspondéncia entre eles e a avaliacdo do AnonLFI em cada critério.

Os resultados da avaliacdo demonstram que todos os oito critérios estabelecidos
foram atendidos de forma satisfatéria, com destaque para os critérios C1 e C3, cujos
resultados foram muito préximos ou iguais a 100%. Os critérios C1, C3, C10 e C12 foram
validados a partir da avaliacdo externa conduzida por um analista de CSIRT. O critério
C4 foi avaliado com base no dataset disponivel, embora ajustes possam ser necessarios
futuramente, considerando a possivel inclusao de novos objetos contendo dados sensiveis,
como arquivos de dudio ou video. O critério C8 € considerado parcialmente atendido,
pois € necessdrio que o SIEM utilizado ofereca suporte a exportacao de dados ou API de
integracdo direta e continua, em tempo real. Além disso, testes mais amplos de integracao,
com uma variedade maior de SIEMs e outras ferramentas, poderdo revelar ajustes ou
incrementos futuros no framework proposto.
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Critério Descri¢cao resumida AnonLFI  Requisito
Cl Precisdo na identificacdo e anonimizacdo de atributos sensiveis v (97%) R1,R2
C2 Suporte a multiplas técnicas de anonimizagdo (RegEx, hash, NER) R1,R2
C3 Redacio seletiva que preserva o conteido nao sensivel v (100%) R2
C4 Suporte a dados ndo estruturados, como logs, e-mails e relatérios v R3
C5 Reconhecimento e anonimizag¢@o multilingue com precisdo (PT/EN) R3
C6 Reversibilidade controlada com acesso restrito (ex. rainbow table) v R4
Cc7 Geracao de logs e rastreabilidade para auditoria e conformidade v R4, R6
C8 Interoperabilidade com SIEMs, bancos de dados e ferramentas de /\ Parcial RS

monitoramento (se prover API ou exportacdo de dados)

Cc9 Licenciamento aberto que permite uso, modificagdo e redistribuicdo v MIT R6
C10 Uso offline e conformidade com LGPD e politicas institucionais v R6, R8
Cl11 Linguagem de desenvolvimento compativel e de facil customizacdo « Python R7
C12  Facilidade de instalagdo, configuracdo e manutengio da ferramenta R7

Tabela 4. Correspondéncia entre critérios de validagao, avaliagao do AnonLFI e
requisitos propostos

7. Conclusao

Ao longo deste trabalho, foram analisadas diversas técnicas e ferramentas de
anonimizacao de dados, com énfase em incidentes de seguranca. Discutiram-se aborda-
gens como pseudoanonimizac¢ao, uso de func¢des hash, € a aplicagdo de frameworks modu-
lares, destacando o equilibrio entre a protecao da privacidade e a manuten¢ao da utilidade
dos dados. A pesquisa levou em conta a validacao rigorosa das transformagdes realizadas
e a atencdo aos desafios operacionais, como vulnerabilidades e limita¢des técnicas, com-
pondo uma andlise critica e abrangente das solu¢des disponiveis.

Como resultado pratico, foi desenvolvido o AnonLFI, um framework hibrido e
modular para anonimizacdo de dados sensiveis, como enderecos IP, e-mails e hostnames.
Utilizando expressoes regulares, técnicas de NLP e persisténcia em banco de dados, o
sistema viabiliza rastreabilidade controlada, conciliando anonimizacao eficaz com a ca-
pacidade de correlacdo de eventos. Entre suas limitacOes, destacam-se a falha na deteccao
de fragmentos de IP (ex.: trés octetos), problemas na identificacdo de enderecos IPv6,
atribuidos a um bug na biblioteca Presidio [Github 2024] e a diversidade de datasets.

Como trabalhos futuros, propde-se a integracdo do framework a sistemas SIEM,
como Splunk e ElasticSearch, bem como a investigacdo do uso de criptografia ho-
momorfica para suportar o compartilhamento seguro de bases anonimizadas de incidentes.
Além disso, sugere-se uma avaliacdo sistemadtica da resiliéncia do framework frente a
ataques de reidentificacdo conduzidos por modelos de linguagem adversariais—capazes
de inferir entidades sensiveis a partir de padrdes linguisticos e contextuais preservados
apos o processo de anonimizagao.
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