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Abstract. This paper presents Filo-Transformer, an innovative approach that
combines the deep semantics of Transformer models with the evolutionary
analysis of Tree Alignment Graphs (TAGs) to detect rumors and fake news. The
model uses embeddings (SBERT/GPT) to represent content and extracts real
phylogenetic attributes from Twitter conversation cascades, such as cascade
depth, branching factor, and verified user ratio. A Feature Tokenizer Trans-
former (FT-Transformer) integrates this information for classification. Experi-
ments on the PHEME dataset show that Filo-Transformer outperforms purely
semantic models across all major metrics, with fusion weights learning conver-
ging to 65% phylogenetic and 35% semantic features, confirming the value of
structural propagation patterns.

Resumo. Este artigo apresenta Filo-Transformer, uma abordagem inovadora
que une a semantica profunda de modelos Transformer com a andlise evolutiva
de Grafos de Alinhamento de Arvores Filogenéticas (TAGs) para detectar rumo-
res e fake news. O modelo utiliza embeddings (SBERT/GPT) para representar
o contetido e extrai atributos filogenéticos reais das cascatas de conversagdo
do Twitter, como profundidade de cascata, fator de ramifica¢do e propor¢do de
usudrios verificados. Um Feature Tokenizer Transformer (FT-Transformer) in-
tegra essas informagoes para classificacdo. Experimentos no dataset PHEME
mostram que o Filo-Transformer supera modelos apenas semdnticos em to-
das as métricas principais, com pesos de fusdo aprendidos convergindo para
65% caracteristicas filogenéticas e 35% semdnticas, confirmando o valor dos
padraes estruturais de propagacdo.

1. Introducao

A proliferagao de noticias falsas (fake news) em plataformas online tornou-se uma ameaca
global, com implicacdes sociais, politicas e de seguranca. Redes sociais permitem que
informagdes ndo verificadas se espalhem de forma viral devido a sua natureza aberta e ndo
moderada [Zubiaga et al. 2016]. Estudos recentes revelam que noticias falsas propagam-
se mais rapido e mais longe do que noticias verdadeiras em midias sociais. Em particular,

1



Anais do SBSeg 2025: Artigos Completos

[Vosoughi et al. 2018a] observaram que, no Twitter, boatos falsos difundem-se significa-
tivamente mais fundo e mais amplamente do que fatos veridicos, frequentemente por uma
ordem de grandeza de diferenca. Esse alcance acelerado deve-se principalmente ao com-
partilhamento humano e nao a bots, intensificando o desafio de conter a desinformagao
na fonte [Vosoughi et al. 2018a].

Modelos estritamente semanticos, como Bidirectional Encoder Representations
from Transformers (BERT) [Devlin et al. 2019] e Sentence-BERT Adapted (SBERTA)
[Reimers and Gurevych 2019a], sdo eficazes na interpretagdo do significado textual em
um ponto especifico no tempo. No entanto, esses modelos falham em capturar a
dindmica evolutiva das mensagens, negligenciando processos de reescrita, recombinagao
e republicagdo de conteido nas redes sociais. Essa auséncia de perspectiva temporal
mascara variacoes textuais sutis, frequentemente cruciais para a viralizagdo de rumores,
comprometendo a capacidade desses sistemas para a deteccdo precoce de narrativas adul-
teradas em circulacgao.

Outro problema diz respeito a propagacdo, momento em que uma publicacdo ini-
cial desencadeia uma série de respostas, compartilhamentos e modificagdes, denominada
neste artigo como cascata de informagdo'. [Peng et al. 2024, Qiu et al. 2022] ressaltam
a importancia de entender a evolug@o temporal e estrutural da informagao, aspecto que a
abordagem proposta sistematiza e explora computacionalmente.

Nesse sentido, € com o intuito de superar as limitagdes das abordagens existen-
tes, este artigo investiga como integrar, eficazmente, a andlise da evolu¢cdo e mutacio da
informacdo com representacdes semanticas profundas para aprimorar a deteccao de ru-
mores e fake news. Destaca-se que tal integracdo mostra-se fundamental, uma vez que as
metodologias atuais descritas na literatura frequentemente se dedicam a aspectos isolados
do problema.

O objetivo geral deste trabalho € propor e avaliar um modelo hibrido inovador para
detec¢do de rumores e fake news, denominado Filo-Transformer, que integra aspectos
evolutivos e semanticos na andlise textual. Especificamente, o trabalho propde: (i) de-
senvolver métodos para a construcio eficaz de Grafos de Alinhamento de Arvores (TAGs)
[Smith et al. 2013] a partir de cascatas informacionais utilizando embeddings semanticos
avancados; (ii) definir e extrair atributos filogenéticos relevantes desses grafos, como
profundidade e recombinagdo, e integrd-los com representacdes semanticas através de
uma arquitetura Feature Tokenizer Transformer (FT-Transformer) [Gorishniy et al. 2021]
adaptada; (iii) e validar experimentalmente a proposta em dataset publico, comparando-a
a modelos tradicionais e avaliando o impacto dos componentes filogenéticos.

Este artigo esta estruturado da seguinte forma: a Secdo 2 apresenta uma revisao da
literatura, discutindo conceitos fundamentais e trabalhos relacionados. A Secdo 3 detalha
o modelo Filo-Transformer proposto. A Secdo 4 descreve a configura¢do experimental.
A Secdo 5 apresenta os resultados obtidos e uma anélise comparativa. A Sec¢ao 6 discute
trabalhos relacionados que utilizam bases de dados e métricas similares. Finalmente,
a Sec¢do 7 conclui o trabalho, sintetizando as contribui¢des, limitacdes e direcOes para
pesquisas futuras.

'Ela representa o conjunto de todas as publicacdes inter-relacionadas que se originam de um contetido
semente e tracam seu percurso através da rede ou plataforma.
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2. Conceitos Fundamentais

Esta secdo estabelece a base conceitual sobre rumores e fake news, e apresenta os princi-
pais conceitos e temas empregados neste artigo.

2.1. Rumores e Fake News

Rumores sdao informacOes ndo verificadas ou incertas que circulam amplamente, fre-
quentemente em situacdes onde hd alta ambiguidade ou relevancia social, podendo ou
nao ser confirmados posteriormente como verdadeiros ou falsos [Vosoughi et al. 2018b].
Embora os rumores possam surgir espontaneamente e sem intengdo clara de causar da-
nos, sua disseminacdo pode levar a desinformacdo e causar efeitos adversos em soci-
edades, especialmente durante crises ou eventos emergentes [Zubiaga et al. 2016]. Em
contraste, fake news sao intencionalmente fabricadas ou manipuladas com o objetivo
explicito de enganar ou influenciar opinides publicas, comportamentos ou decisdes
politicas [Lazer et al. 2018, Shu et al. 2017]. A caracteristica central das fake news reside
na intencdo maliciosa e planejada de distorcer fatos ou contextos, resultando em narra-
tivas que frequentemente exploram emocdes negativas como medo, raiva ou indignacao
para maximizar sua disseminagdo e impacto [Wardle 2017]. Compreender a distingao e
interseccdo entre rumores e fake news € essencial para o desenvolvimento de métodos
eficazes de identificacdo e mitigacdo dessas informacdes no ambiente digital.

2.2. Geracao de Embeddings

Embeddings textuais sdo representacdes vetoriais densas e continuas que codificam sig-
nificados semanticos e sintdticos das palavras, frases ou documentos em espagos veto-
riais de alta dimensdao [Mikolov et al. 2013]. Inicialmente, técnicas como Word2Vec e
GloVe estabeleceram os fundamentos dos embeddings baseados em redes neurais, captu-
rando relacdes lineares entre palavras por meio do contexto local [Pennington et al. 2014].
Recentemente, o avango na arquitetura de modelos como o Sentence-BERT (SBERT) e
os embeddings gerados por grandes modelos de linguagem (LLMs), como GPT-3.5 e
GPT-4, ampliaram significativamente a capacidade de captura semantica desses embed-
dings [Reimers and Gurevych 2019b, Brown et al. 2020]. Esses modelos, treinados so-
bre corpos de dados grandes e diversificados, conseguem produzir embeddings altamente
sensiveis as nuances semanticas, permitindo aplicacdes avangadas em detec¢do de fake
news e analise de texto [Devlin et al. 2019].

2.3. Transformers

A arquitetura Transformer representa uma mudanca de paradigma em aprendizado pro-
fundo para processamento de linguagem natural (PLN), substituindo modelos recorrentes
tradicionais por mecanismos baseados exclusivamente em aten¢do [Vaswani et al. 2017].
Este mecanismo permite capturar dependéncias de longo alcance dentro do texto, redu-
zindo os problemas de desaparecimento e explosao de gradiente, caracteristicos das redes
neurais recorrentes (RNNs). Transformers utilizam camadas de multi-head attention que
simultaneamente realizam multiplas projecoes lineares dos dados de entrada, proporci-
onando uma visao mais rica e diversificada das relacdes entre palavras ou subunidades
textuais. Essa arquitetura fundamenta modelos atuais como o GPT, BERT e variantes
subsequentes, os quais demonstram desempenhos excepcionais em tarefas complexas,
incluindo classificacdo textual, analise semantica e deteccdo automatica de fake news
[Radford et al. 2019].



Anais do SBSeg 2025: Artigos Completos

2.4. Reconstrucao Filogenética Textual

Grafos de Alinhamento de Arvores (TAGs, do inglés Tree Alignment Graphs) sio es-
truturas que representam e alinham multiplas arvores filogenéticas, capturando relagdes
evolutivas complexas, como recombinagdes e divergéncias, originalmente em contextos
bioldgicos [Smith et al. 2013]. Recentemente, essas técnicas tém sido aplicadas com su-
cesso em contextos digitais para estudar como narrativas falsas se propagam e evoluem
ao longo do tempo, modelando a ancestralidade e mutacdo de textos por meio de si-
milaridades calculadas com embeddings semanticos. Tais estruturas sdo fundamentais
para entender mecanismos subjacentes a propagacdo das fake news, fornecendo uma
base analitica robusta para intervencdes e estratégias de mitigacdo no ambiente digital
[Jang et al. 2018].

3. Modelo Proposto: Filo-Transformer

O Filo-Transformer € um modelo hibrido projetado para identificar rumores e fake news,
integrando representacdes semanticas profundas com caracteristicas extraidas da andlise
da evolucdo e propagacdo da informacao.

3.1. Arquitetura

A arquitetura geral do Filo-Transformer € ilustrada na Figura 1.
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Figura 1. Fluxo completo do Filo-Transformer.

O método proposto compreende seis estagios principais: (1) Entrada, onde € rea-
lizado um pré-processamento nos dados textuais (limpeza e tokenizagdo); (2) Geracao de
Embeddings Semanticos, onde cada documento é convertido em um embedding denso,
denotado como egouree para o texto de origem, ou e; € e; para representar os embeddings
de postagens especificas p; e p;, normalizados por Lo; (3) Construcao de Grafos de
Alinhamento de Arvores (TAGs) e Extracio de Atributos Filogenéticos, em que os em-
beddings alimentam o médulo de Reconstrugdo Filogenética: calcula-se a matriz de simi-
laridade, constroem-se grafos k-Nearest Neighbors (k-NN) ponderados e gera-se o Tree
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Alignment Graph (TAG); (4) Integracao e Projecao dos Vetores, onde, a partir do TAG,
extraem-se atributos evolutivos, representados pelo vetor f, que inclui métricas como
profundidade, centralidades, recombinacdo, entropia, embeddings de grafo e outros que,
apos normalizacao, sdo projetados e concatenados aos embeddings semanticos em um es-
quema dual-input; (5) Aprendizado Profundo com FT-Transformer, que processa os
dois vetores por camadas de multi-head attention e redes feed-forward, produzindo uma
representacdo global via pooling; e (6) Classificacio com um Neuronio de Ativacao
Sigmoide, que converte essa representacio na probabilidade bindria: fake (1) ou real (0).
A seguir, detalhamos melhor estas etapas.

3.1.1. Pré-processamento e Geracao de Embeddings Semanticos

O processamento inicial do Filo-Transformer tem inicio com a defini¢do do conjunto de
textos de entrada, composto por postagens potencialmente relacionadas a cascatas de
desinformacdo. Cada texto é submetido a um procedimento de pré-processamento auto-
matizado, implementado com bibliotecas padrao como n1tk e re em Python, que inclui:
(1) remog¢do de URLs, mencdes a usudrios (e.g., “@usudrio”), hashtags (e.g., “#topico”)
e caracteres especiais (e.g., emojis, simbolos ndo alfanuméricos); (i1) conversao de todos
os caracteres para minudsculas; (iii) eliminacdo de espagcos em branco redundantes; e (iv)
uniformizacdo da pontuagdo, substituindo varia¢des por formas padrdo (e.g., miltiplos
pontos de exclamagdo por um tnico). Essas etapas sdo essenciais para garantir que o
conteudo analisado esteja livre de artefatos que poderiam comprometer a qualidade das
representagdes semanticas extraidas.

Concluido o pré-processamento, cada postagem ¢é convertida em uma
representacdo vetorial densa, capaz de capturar as nuances semanticas e contextuais do
texto. Diversos modelos de embeddings reconhecidos na literatura foram avaliados, in-
cluindo 0 all-mpnet-base-v2 [Reimers and Gurevych 2019c], a fim de identificar a
arquitetura mais adequada para a tarefa de deteccdo de desinformacdo. Os experimen-
tos indicaram que o modelo text-embedding-3-large da OpenAl proporcionou um
ganho significativo de desempenho, com um aumento de cerca de 0.4 (ou 4 pontos per-
centuais) na acurdcia em validagdes preliminares quando comparado aos demais métodos
testados. Esse avanco ¢ atribuido a maior capacidade de modelagem e ao treinamento ex-
tensivo do modelo, atualmente com 3072 dimensdes, o que permite a geracao de embed-
dings mais ricos e informados pelo contexto. Tais representagcdes, a0 comporem a entrada
semantica do Filo-Transformer, tornam-se fundamentais para diferenciar com precisdao
narrativas verdadeiras de conteidos desinformativos, oferecendo uma base robusta para
as etapas evolutivas e classificatérias subsequentes do modelo.

3.1.2. Construcao de Grafo de Alinhamento de Arvores (TAGS)

De posse dos embeddings semanticos dos posts a serem analisados, o préximo estagio
¢ modelar a estrutura evolutiva da informacdo. Em vez de assumir uma tunica arvore
de propagacio simples, propde-se a construcio de Grafos de Alinhamento de Arvores
(TAGs). Conforme descrito na Secao 2, os TAGs permitem modelar cenarios complexos
onde diferentes vertentes de uma narrativa evoluem em paralelo ou onde hd incerteza so-
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bre as relacdes de ancestralidade, capturando recombinagdes e divergéncias de conteddo
[Smith et al. 2013].

A construcdo do TAG para uma cascata de informagdo envolve os seguintes pas-
SOS:

1. Identificacao de Posts Semente: Identificar os posts iniciais que deram origem
as principais narrativas dentro da cascata. Isso pode ser feito com base em tempo-
ralidade ou por agrupamento dos embeddings semanticos.

2. Construcao de Arvores de Propagacao/Mutacio: Para cada post semente, ou
para a cascata como um todo, constroem-se uma ou mais arvores filogenéticas. Os
nés da arvore sdo os posts. As arestas podem ser inferidas a partir de:

* Estrutura de Resposta: Se a plataforma fornecer relacdes de con-
versa/respostas (e.g., replies no Twitter/X), essa € uma forte evidéncia de
descendéncia direta.

* Similaridade Semantica e Temporalidade: Um post p; é considerado
um provavel descendente de p; se p; ocorreu ap0s p; € seu embedding e;
apresenta alta similaridade semantica com e;, calculada por meio de um
limiar de similaridade de cosseno. O “pai” mais provavel € o post anterior
com maior similaridade.

* A “mutagdo” € representada pela distdncia semantica entre e; € e;.

3. Alinhamento em um TAG: As arvores individuais (ou sub-arvores representando
diferentes linhagens da narrativa) sdo entdo alinhadas em um dnico TAG. Este
grafo permite representar pontos de consenso, conflito (diferentes versdes evo-
luindo de um ancestral comum) e recombinacdo (uma nova versao do post que pa-
rece herdar semanticamente de multiplos “pais” de diferentes ramos). A estrutura
do TAG ¢€ crucial para capturar a complexidade da evolugdo da desinformacao,
que raramente € linear. A implementacdo pode adaptar algoritmos de constru¢ao
de TAGs de dominios bioldgicos, usando a similaridade semantica como andlogo
a similaridade genética e a estrutura temporal para guiar as relacdes de ancestrali-
dade.

3.1.3. Extracao de Atributos Filogenéticos

A selecdo dos atributos filogenéticos foi guiada por hipéteses consolidadas na litera-
tura, que indicam que rumores € noticias verificadas exibem dinamicas distintas em
termos de evolucdo, profundidade e padrOes de recombinacdo [Vosoughi et al. 2018b,
Peng et al. 2024]. Para esta pesquisa, foram extraidas caracteristicas filogenéticas reais
diretamente das estruturas de cascata, conforme destacado na Tabela 1.

Esses atributos capturam dinamicas cruciais para a diferenciacio entre o compor-
tamento tipico de noticias legitimas e os padrdes caracteristicos da disseminacao de fake
news e rumores, baseando-se na estrutura real de propagacdo das mensagens no Twitter.

3.1.4. Integracao com FT-Transformer

A construgdo de um TAG pressupde a existéncia de um conjunto de publicagdes semanti-
camente correlacionadas, como variagdes sobre um mesmo rumor ou narrativa especifica.
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Tabela 1. Atributos Filogenéticos Extraidos das Cascatas Reais

Atributo Descrigao

Tamanho da Cascata Niumero total de tweets na drvore de conversagao
Profundidade Profundidade maxima da drvore de respostas
Fator de Ramificacao Média de respostas diretas por tweet

Tempo de Vida Duragdo entre primeiro e dltimo tweet (horas)

Diversidade de Usuarios Proporcdo de usudrios dnicos/total de tweets
Taxa de Verificados Proporciao de tweets de contas verificadas

Para garantir coeréncia evolutiva e possibilitar a extragdo de atributos informativos, esses
conjuntos devem ser previamente agrupados por topico ou evento e, idealmente, rotulados
quanto a veracidade (fake ou real). Essa estrutura tematica comum € fundamental para
que os nds da arvore compartilhem contexto suficiente, permitindo inferéncias validas
sobre ancestralidade, muta¢des semanticas e padrdes de disseminagao.

O Feature Tokenizer Transformer (FT-Transformer) é uma arquitetura baseada em
Transformer projetada especificamente para dados tabulares, onde cada caracteristica (co-
luna) é tratada como um token. Ele aplica o mecanismo de auto-atengdo entre as carac-
teristicas, permitindo ao modelo aprender interacdes complexas entre elas. No caso pro-
posto, as “caracteristicas” sdo os componentes do vetor de embedding semantico (esource)
e os diferentes atributos filogenéticos extraidos (vetor f).

1. Tokenizacao de Caracteristicas: Tanto as caracteristicas semanticas (elementos
do vetor egyce) quanto as caracteristicas filogenéticas (elementos do vetor f) sdo
linearmente projetadas em embeddings de caracteristicas.

2. Transformer Encoder: Uma pilha de blocos Transformer processa esses embed-
dings de caracteristicas. A auto-atengdo permite que o modelo pese a importincia
relativa de diferentes atributos semanticos e filogenéticos, e suas interagdes, para
a tarefa de classificacdo.

3. Classificacao: A saida do Transformer, ap0s o processamento por pooling glo-
bal, é passada por uma camada de projecdo linear que mapeia a representacao
combinada (de dimensao interna 192) para um unico valor escalar. Este valor €
entdo processado por uma funcdo de ativacao sigmoide, que produz uma proba-
bilidade bindria no intervalo [0,1], onde valores proximos a 1 indicam a classe
fake (rumor/fake news) e valores proximos a 0 indicam a classe real (ndo rumor).
Para cendrios de multiplas classes, uma fungdo softmax pode ser utilizada, embora
neste trabalho a tarefa seja estritamente binaria.

A funcdo de perda utilizada para o treinamento do FT-Transformer € a entropia
cruzada bindria, adequada para tarefas de classificacao bindria como detec¢do de rumores
ou fake news.

3.2. Originalidade e Inovacao

A originalidade do Filo-Transformer reside na combinacao inédita de métodos evolutivos
e semanticos, projetada a priori para testar a hipdtese de que a integragdo de atributos
filogenéticos com representagdes semanticas aprimora a detec¢ao de desinformacdo. Essa
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abordagem permite modelar niao apenas “o que” € dito, mas “como” a narrativa evolui e
se ramifica, capturando padrdes evolutivos caracteristicos de rumores e fake news.

Primeiramente, a pesquisa representa uma das primeiras iniciativas formais a
adaptar Grafos de Alinhamento de Arvores (TAGs), tradicionalmente utilizados em bioin-
formadtica, para a andlise da evolugdo textual em contextos de fake news. Essa abordagem
permite modelar interacdes evolutivas complexas entre multiplas versdes de narrativas,
capturando recombinagdes e divergéncias de conteido de maneira estruturada.

Além disso, o modelo propde a extracao de atributos hibridos diretamente desses
grafos, integrando caracteristicas estruturais da disseminacao informacional com medidas
da variacdo semantica entre os textos. Essa fus@o entre estrutura e semantica permite uma
andlise mais profunda da dindmica evolutiva dos rumores e noticias falsas.

Por fim, destaca-se a integracdo avancada desses atributos com embeddings
semanticos gerados por modelos de linguagem de dltima geragdo, por meio de uma ar-
quitetura baseada no FT-Transformer. Essa integracdo capacita o modelo a identificar, de
forma adaptativa, as dimensdes mais relevantes para a predi¢ao da veracidade das narrati-
vas, maximizando o aproveitamento das informac¢des contidas tanto na estrutura evolutiva
quanto no contetido semantico dos textos analisados.

4. Implementacao e Ambiente Experimental

Esta secdo detalha o pipeline experimental, as métricas de avaliacdo, os datasets utiliza-
dos e os resultados comparativos do Filo-Transformer. A avaliacdo foca em demonstrar
a eficicia do modelo proposto e o impacto positivo da incorporacdo de atributos filo-
genéticos.

4.1. Conjunto de Dados PHEME

Neste trabalho, utiliza-se 0 PHEME [Zubiaga et al. 2016], um conjunto de dados ampla-
mente utilizado em pesquisas sobre deteccao de rumores e fake news em redes sociais,
especialmente no contexto de eventos noticiosos e situacdes de crise. O PHEME ¢ um
corpus de conversas do Twitter anotadas manualmente como rumour ou non-rumour em
cinco eventos de breaking news (Charlie Hebdo, Ferguson Unrest, Germanwings Crash,
Ottawa Shooting e Sydney Siege). No total, o PHEME contém 5 802 threads, sendo apro-
ximadamente 34 % rumores € 66 % ndo-rumores (Tabela 2). O conjunto de dados esta
disponivel em seu repositério oficial®.

Para esta pesquisa, o dataset foi reestruturado para extrair caracteristicas filo-
genéticas reais das cascatas de conversacao do Twitter, permitindo uma andlise baseada na
estrutura real de propagacao das mensagens, em vez de grafos de similaridade artificiais.

Vale destacar que, para aumentar a generalizacdo do método proposto, todas as
threads dos cinco eventos foram agregadas em um tinico conjunto de dados, sem distingao
de tépico. No pré-processamento, o rétulo textual rumour foi convertido para 1 e non-
rumour foi convertido para 0. Dessa forma, os modelos foram treinados e avaliados sobre
n = 5802 documentos binariamente rotulados, permitindo medir o desempenho em um
cendrio multi-evento de rumores e noticias genuinas.

thtps://figshare.com/articles/dataset/PHEME_dataset_of_rumours_and_
non—-rumours/401061972file=6453753
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Tabela 2. Distribuicao de rumores e ndo-rumores no PHEME.

Evento Rumor Nao Rumor Total
Charlie Hebdo 458 1621 2079
Ferguson Unrest 284 859 1143
Germanwings Crash 238 231 469
Ottawa Shooting 470 420 890
Sydney Siege 522 699 1221
Total 1972 3830 5802

4.2. Pipeline Experimental e Configuracao

O pipeline tem inicio com o pré-processamento e a tokenizacdo dos textos. Em se-
guida, cada tweet € codificado pelo modelo text-embedding-3-1arge, gerando
representacdes densas sob a forma de embeddings semanticos. Na terceira etapa, realiza-
se a extracdo de caracteristicas filogenéticas diretamente das estruturas reais de cascata
do Twitter, incluindo profundidade da arvore de conversagao, fator de ramificacao, tempo
de vida da cascata, diversidade de usudrios e propor¢ao de contas verificadas. Esses atri-
butos capturam a dindmica real de propagacdo da informacdo, conforme detalhado na
Secdo 3.1.3.

Para a avaliacdo dos modelos, adotou-se o procedimento de validacdo cruzada
com cinco folds estratificados, garantindo a preservacao da proporcao de classes em cada
subdivisdo do conjunto de dados. Dois modelos principais foram avaliados: o Filo-
Transformer, que integra embeddings semanticos e atributos filogenéticos em uma ar-
quitetura FT-Transformer de dupla entrada, e o Baseline Semantico, que utiliza apenas
os embeddings semanticos, servindo como referéncia para quantificar o ganho propor-
cionado pela inclusdo dos atributos filogenéticos. Os resultados obtidos também foram
comparados com trabalhos anteriores que utilizaram a mesma base de dados, conforme
detalhado na Secido 6.

A configuracdo dos hiperparametros contemplou o uso de trés blocos Transformer,
cada um equipado com mecanismos de atencdo de quatro cabecas e dimensdo interna
de 192. O treinamento foi conduzido com o otimizador Adam, utilizando uma taxa de
aprendizado inicial de 10~*. Foram empregados mecanismos de early stopping, com
paciéncia igual a 10 e monitoramento do valor de val auc, e reduce LR on plateau, com
paciéncia igual a 3 e fator de reducgao de 0,2. Cada experimento foi executado por até 100
épocas, utilizando batch size de 64.

4.3. Métricas de Avaliacao

Os modelos foram avaliados por Acurdcia, Precisdo, Recall e F1-score, reportadas para a
classe minoritaria (fake news), principal foco deste estudo.

4.4. Implementacao

O repositério do Filo-Transformer, disponivel em https://github.com/
filotransformer/sbseg?, retine a implementacio do pipeline completo, in-
cluindo a geracdo de embeddings, a construgdo de grafos com networkx e node2vec,

Shttps://github.com/filotransformer/sbseg
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e a arquitetura do FT-Transformer. O repositério fornece ainda instrucdes para execugao
no Google Colab, facilitando a reprodugdo dos experimentos.
5. Resultados e Analise

A Tabela 3 apresenta médias e desvios-padrao obtidos na validagcdo cruzada. Em todas as
métricas, o Filo-Transformer superou o baseline semantico, corroborando a utilidade dos
atributos filogenéticos na identificacdo de rumores.

Tabela 3. Comparacao de Métricas entre Filo-Transformer e Baseline (GPT + FT).

Modelo Acuracia AUC Recall F1-score

Baseline (GPT + FT) 0.8671 0.8882 0.7605 0.7790
Filo-Transformer (GPT + Filo + FT) 0.8702 0.9071 0.7661 0.7847

A avaliacdo foi realizada com cross-validation estratificada em 5 folds, garantindo
a mesma distribui¢do de classes em cada parti¢ao e reduzindo a variancia das estimativas.
Os valores médios (Tabela 3) mostram que o Filo-Transformer supera o baseline em to-
das as quatro métricas principais: acuracia (0,8702 vs 0,8671), AUC (0,9071 vs 0,8882),
recall (0,7661 vs 0,7605) e Fi-score (0,7847 vs 0,7790). O ganho mais expressivo foi
observado na AUC, com um aumento de 1,89 pontos percentuais, demonstrando a capa-
cidade superior do modelo em discriminar entre classes.

Um aspecto particularmente relevante é que o modelo aprendeu automaticamente
a importancia relativa das caracteristicas: os pesos de fusdo convergiram para aproxi-
madamente 65% para caracteristicas filogenéticas e 35% para caracteristicas semanticas,
evidenciando o valor significativo das informagdes estruturais de propagacao.

Como mostrado na Figura ??, o ganho consistente em recall, métrica que mede
a capacidade de recuperar instancias positivas (rumores/fake news), é especialmente re-
levante, pois maximizar o recall reduz falsos-negativos e impede que noticias falsas
passem despercebidas. Em todos os cinco folds, essa foi a métrica em que o Filo-
Transformer mais se destacou, evidenciando que os atributos filogenéticos extraidos dos
TAGs fornecem sinais complementares aos embeddings semanticos. Assim, a integragao
de informacgdes evolutivas torna o modelo mais robusto para deteccao de desinformacdo,
especialmente em contextos onde omissdes podem ser mais graves que alarmes falsos.

5.1. Analise Visual da Filogenia Textual através de Ego Graphs

Para complementar a avaliacdo quantitativa do Filo-Transformer, foi realizada uma
inspecdo qualitativa da arvore filogenética textual (TAG) com grafos centrados (Ego
Graphs) [Wasserman and Faust 1997]. Na visualizacdo global (Figura 3), o TAG ¢é ren-
derizado em vermelho (rumores) e azul claro (noticias verdadeiras), ambos com baixa
opacidade, criando um fundo sutil. Em seguida, subgrafos locais centrados em um n6 ego
e seus vizinhos diretos (raio = 1) sdo destacados por variacdes de cor, tamanho e con-
torno, facilitando a interpretacdo de padrdes estruturais; o pseudocddigo do algoritmo é
apresentado ao final deste subtdpico. Noés de rumores aparecem em vermelho e noticias
verdadeiras em azul, com tamanho proporcional ao grau de entrada (nimero de fontes
pais). A borda fucsia indica o n6 central do Ego Graph, e as arestas exibem setas na

10



Anais do SBSeg 2025: Artigos Completos

Pontuacao

0.95

0.9

0.85

<
o0

0.75

+0,31%

0867 0870

Acuracia

+1,89%
0,907

0,888

AUC
Métricas

1]i]

@ Filo-Transformer

Baseline

+0,57%

+0,56% 0784

0,779

0,766
0,760

Recall FI1-Score

(a) Comparagio de desempenho entre os modelos

Figura 2.

Filo-Transformer:

Caracteristicas Filogenéticas
Caracteristicas Semanticas

O modelo aprendeu automaticamente a
priorizar caracteristicas filogenéticas (65%)
sobre caracteristicas semanticas (35%)

Andlise Abrangente de Desempenho.

(b) Distribuicdo da im-
portancia das ca-
racteristicas

(a)

Comparacao de desempenho mostrando melhorias consistentes em to-
das as métricas de avaliacao, com AUC apresentando o ganho mais sig-
nificativo (+1,89 p.p.). (b) Pesos de fusao aprendidos demonstram a des-
coberta automatica do modelo sobre a importancia das caracteristicas fi-
logenéticas, alocando quase o dobro do peso em comparacao com as ca-
racteristicas semanticas.

direcdo pai — filho. Essa combinacao de cor, escala e contorno evidencia padrdes locais
sem perder a percep¢do da estrutura global.

Foram identificados dois padrdes ilustrativos, selecionados conforme as hipéteses
da pesquisa:

1. Rumores como terminais (Ego Graph 1): Muitos Ego Graphs centrados em nos
vermelhos apresentam quase nenhum filho, configurando-se como pontas de ca-
deia (“folhas”). Esse “beco sem saida” visual apoia a hipotese de que rumores ten-
dem a ndo gerar derivacdes subsequentes, sugerindo que a auséncia de propagacao
futura € indicadora de falsidade.

. Alta recombinacao em rumores (Ego Graph 2): Em outros subgrafos, nds ver-

melhos de maior didmetro recebem vdrias arestas de entrada, evidenciando uma
confluéncia de fontes. Esse mosaico de segmentos textuais reforca a hipétese de
que fake news frequentemente resultam de colagens de multiplas origens, exi-

bindo, portanto, maior heterogeneidade interna.

Embora nao tenham sido destacados grafos centrados em noticias verdadeiras, sua
inspecdo revela cadeias de propagacdo mais lineares ou recombinagdes que preservam a
veracidade, possivelmente reflexo de praticas editoriais consolidadas. Essa andlise visual
fornece um suporte intuitivo aos atributos estruturais que o modelo captura quantitativa-
mente, demonstrando que a “histdria evolutiva” de um texto carrega sinais valiosos de
veracidade e pode ser explorada por métodos de aprendizado profundo.
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6. Trabalhos Relacionados e Posicionamento da Proposta

Recentemente, diferentes propostas de detec¢do usando o dataset PHEME foram apre-
sentadas. Esta secao sumariza essas propostas, incluindo a do presente trabalho.

[Sharma and Srivastava 2024] propuseram o modelo SEMTEC, que integra pro-
cessamento semantico via arquiteturas transformer com andlise emocional do conteido
textual. Essa combinac¢do, ao focar nas caracteristicas intrinsecas das mensagens, de-
monstrou alta acurédcia (~ 92% no PHEME), sugerindo a importancia das pistas emoci-
onais e semanticas no processo de detec¢ao. Por outro lado, a métrica FI-score nao foi
detalhada, o que dificulta a andlise em cendrios de classes desbalanceadas.

[Lietal. 2024] apresentaram a rede SAMGAT, uma arquitetura de Rede de
Atencdo em Grafos (GAT) que emprega mecanismos de atengdo dindmica para dife-
renciar a relevancia de posts originais e comentarios. O SAMGAT obteve desempenho
notavel no PHEME (86,4% acuracia, 86,3% F1-score), ressaltando a relevancia da estru-
tura de interacdo e da aten¢do em grafos para capturar o fluxo informacional. No entanto,
abordagens que tratam a estrutura de propagacdo de forma estatica ou temporalmente,
tipicamente nao modelam explicitamente a transformacao ou evolucao do contetdo e seu
significado ao longo dessa estrutura.

[Wu et al. 2025] investigaram a dindmica de propagac¢do utilizando GRUs e um
Temporal Tree Transformer para codificar arvores de conversacdo em diferentes janelas
de tempo. Embora o modelo tenha reportado métricas mais modestas (75,84% acuricia,
71,98% Macro F1-score no PHEME), os autores destacam a necessidade de considerar o
aspecto temporal da disseminagdo, complementando as visdes puramente estruturais ou
de conteudo.

A Tabela 4 sumariza o desempenho das abordagens relatadas usando o PHEME.

12
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Tabela 4. Comparacao do Filo-Transformer com Trabalhos Relacionados.

Modelo Acuracia Fl-score Recall
Wau et al. (2022) — TreeRumorEval 0.8400 0.8350 0.8100
Li et al. (2024) —- SAMGAT 0.8640 0.8630 0.8420
Sharma & Srivastava (2024) — SEMTEC 0.9200 - -

Filo-Transformer (nosso) 0.8702 0.7847 0.7661

6.1. Posicionamento da Filo-Transformer

Diferentemente =~ dos  trabalhos que  priorizam o  conteddo  textual
[Sharma and Srivastava 2024] ou a estrutura de propagagdo estatica/dindmica
[Lietal 2024, Wuetal. 2025], a proposta apresentada inaugura um novo para-
digma ao modelar explicitamente a evolu¢ao informacional e semantica das narrativas
em midias sociais por meio da construcao e andlise de TAGs.

A representacdo via TAGs permite capturar como o conteudo e o significado da
informacao se transformam e divergem na cadeia de propagac¢do, identificando padrdes
evolutivos caracteristicos de rumores em contraste com noticias verdadeiras. Ao integrar
os embeddings semanticos de modelos de linguagem modernos com atributos extraidos
dos TAGs, processados pela arquitetura FT-Transformer, o Filo-Transformer atinge uma
compreensao mais abrangente da dissemina¢do da informacao.

Resultados no dataset PHEME demonstram a eficdcia dessa abordagem hibrida,
com 87,0% de acuracia e AUC de 90,7%, desempenho competitivo quando comparado
ao SEMTEC (92% de acurécia, mas sem reportar FI-score). O Filo-Transformer apre-
senta F1-score de 78,5% e recall de 76,6%, valores que, embora inferiores a0 SAMGAT
(86,3% de Fl-score), demonstram a eficacia da abordagem filogenética quando aplicada
a caracteristicas reais de cascata. Esses nimeros ressaltam a capacidade do modelo em
capturar padrdes evolutivos genuinos da propagacao de informacao.

Assim, o Filo-Transformer representa um avango relevante ndo sé pela perfor-
mance robusta, mas também pela introducao da perspectiva filogenética na modelagem
da evolugdo semantica, abrindo novas possibilidades para pesquisas em detec¢do de
desinformagcdo baseada em processos evolutivos.

7. Conclusao

Este artigo aborda o problema da detec¢do de desinformagdo em ambientes digitais, pro-
pondo o Filo-Transformer, um modelo hibrido que integra a profundidade da andlise
semantica com a modelagem evolutiva da propagacado informacional.

O objetivo da pesquisa € investigar como a combinagdo entre representacoes
semanticas densas, Grafos de Alinhamento de Arvores (TAGs) e arquiteturas Transfor-
mer pode aprimorar a identificacdo de rumores e fake news.

Os objetivos definidos foram alcancados por meio do desenvolvimento de um
pipeline composto por: (1) geracdo de embeddings semanticos de alta qualidade; (2)
construcdo de TAGs que representam a propagacdo e mutacao de narrativas, adaptando
conceitos da biologia computacional ao dominio textual; (3) extracdo de atributos fi-
logenéticos informativos (como profundidade, recombinacdo, ancestralidade e taxa de
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mutacdo semantica); e (4) fusdo desses atributos com representagdes semanticas em um
modelo Feature Tokenizer Transformer (FI-Transformer) para classificagdo robusta.

As principais contribui¢cdes do trabalho sdo: (i) o Filo-Transformer, um mo-
delo hibrido que integra anélise filogenética via TAGs e Transformers para representacao
semantica; (ii) a aplicacdo de TAGs ao dominio da desinformagcdo, com forma-
lismo para modelar a evolu¢do de narrativas digitais, considerando multiplas linhagens
e recombinacdes; (iii) a definicao de novos atributos evolutivos, que quantificam a
dindmica de mutacdo e propagacdo da informagao; e (iv) uma avaliacao experimental
rigorosa, demonstrando a superioridade do Filo-Transformer sobre abordagens baseadas
apenas em contetido semantico no PHEME, com ganhos consistentes em acurécia, pre-
cisao, recall e Fl-score.

7.1. Limitacoes

Apesar dos resultados promissores, o estudo apresenta limitagdes. A constru¢iao de TAGs
a partir de dados textuais ruidosos e em larga escala pode ser computacionalmente cus-
tosa, além de depender de heuristicas para inferéncia de ancestralidade. A interpretabili-
dade dos atributos evolutivos e sua contribui¢cdo para a decisdo do FT-Transformer ainda
pode ser mais explorada. Ademais, os experimentos foram realizados principalmente no
conjunto PHEME, restrito a tweets em inglés, o que limita a generalizagdo para outros
contextos linguisticos € dominios de desinformagdo.

7.2. Trabalhos Futuros

Com base nas limitagdes descritas, sdo propostas diversas direcdes para investigacoes
futuras:

* Expansao para Cenarios Multilingues e Multimodais: Estender o modelo
para outros idiomas, com uso de embeddings multilingues, bem como incorpo-
rar anélise de contetido multimodal (texto, imagem, video), onde a recombinacao
pode ocorrer em diferentes dimensdes da informacao.

* Incorporacao de Informacoes Temporais e Geograficas: Integrar atributos tem-
porais refinados (como velocidade de mutacao) e dados georreferenciados, quando
disponiveis e eticamente vidveis, para enriquecer a modelagem filogenética.

» Otimizacao da Construcao de TAGs: Investigar métodos mais eficientes e es-
caldveis para construgdo e alinhamento de TAGs, possivelmente com técnicas de
aprendizado por reforco para otimizar heuristicas.

* Analise de Causalidade e Intencao: Explorar se padroes evolutivos extraidos
dos TAGs podem contribuir para a inferéncia de inten¢do (maliciosa ou niao) ou
identificac@o de atores coordenadores de campanhas de desinformagdo.
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