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Abstract. The growth of personal data have driven legislation such as Brazil’s
LGPD, but the scarcity of annotated data and the inherently unstructured nature
of sources like audio transcripts make both training named entity recognition
(NER) models and reliably identifying personal data challenging; to address
these issues, this work presents the results of applying a fine-tuned version of
the Portuguese pre-trained BERTimbau model with synthetic data to identify
four entities (Name, CPFE, RG, and Address) and extract the relations “Resides
in” and “Holds document” achieving an F1-score of 0.98 in the NER task and
0.29 in the relation extraction task.

Resumo. O volume exponencial de dados pessoais impulsionou legislagcoes
como a LGPD no Brasil, mas a escassez de dados anotados publicamente e
a natureza ndo estruturada de fontes como transcrigoes de dudio tornam desa-
fiadores tanto o treinamento de modelos de reconhecimento de entidades nome-
adas (NER) quanto a identificacdo confidvel de dados pessoais. Para enfren-
tar esses desafios, este trabalho apresenta o resultado da aplicagdo do modelo
BERTimbau, refinado com um corpus baseado em dados sintéticos. para iden-
tificar quatro entidades (Nome, CPE, RG e Endereco) e extrair as relagoes “Re-
side em” e “Possui documento”. O modelo refinado alcangou F1-score de 0,98
na tarefa de NER e 0,29 na extragdo de relacoes.

1. Introducao

Dados pessoais sdo informacdes que identificam ou podem identificar um individuo
[Brasil 2018]. Presentes em servigos bancdrios, satde e comércio eletronico, sua protecao
¢ fundamental para garantir privacidade, evitar fraudes e assegurar o controle sobre
as proprias informagdes [Neves 2022]. Diante disso, leis como a GDPR, na Europa,
e a LGPD, no Brasil, foram criadas. Vazamentos de dados geram impactos sérios,
como danos reputacionais e financeiros [ABNT 2023] e um dos desafios enfrenta-
dos pelas organizacdes € localizar onde seus dados estdo armazenados e processados
[Gartner 2019], possibilitando assim a implementacao dos controles de seguranca ade-
quados.

Diversos estudos discutem a aplicacdo da tarefa de reconhecimento de entida-
des mencionadas para a identificacdo de dados pessoais. Neste estudo, utilizaremos a
sigla NER, referente ao termo em Inglés Named Entity Recognition (NER). Essa ta-
refa permite analisar e extrair informagdes de grandes volumes de texto de maneira
eficiente, identificando dados como nomes, localiza¢des e outros identificadores pesso-
ais [Aggarwal and Zhai 2012]. Por exemplo, [Moussaoui et al. 2023] empregam NER
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para detectar dados pessoais em um corpus com documentos da drea juridica escritos
em Arabe, demonstrando a eficicia do método em virias linguagens e contextos. J4
[Bannour et al. 2022] menciona que um dos principais desafios para a implementacao
efetiva dessa tarefa € a escassez de conjuntos de dados anotados disponiveis para trei-
namento. A qualidade e a abrangéncia dos dados de treinamento sdo cruciais para o
desempenho desses modelos [Silva et al. 2020], e a falta de acesso a bases de dados ri-
cas e variadas pode limitar significativamente a eficicia do NER na descoberta de dados
pessoais.

Pesquisas ja publicadas que abordam a descoberta de dados pessoais estdo
divididas em dois grupos sendo eles o grupo de privacidade e o grupo de
desidentificacdo médica. Nos estudos do grupo de privacidade, [Wongvises et al. 2022],
[Herwanto et al. 2021] e [Huetal. 2022] utilizaram o modelo BERT para im-
plementar a tarefa de NER. J4 no contexto médico, [Zhang etal. 2023] im-
plementou o modelo BERT. Por sua vez, o modelo Bi-LSTM+CRF foi uti-
lizado no contexto de privacidade por [Gultiaev and Domashova 2022], enquanto
[Catelli et al. 2020] o utilizou em contexto médico. Os estudos selecionados im-
plementaram o modelo em diversos idiomas, como Inglés [Herwanto et al. 2021,
Catelli et al. 2021], Tailandés [Wongvises et al. 2022], Chinés [Zhang et al. 2023], Arabe
[Moussaoui et al. 2023], Francés [Bannour et al. 2022], Italiano [Catelli et al. 2020] e
Russo [Gultiaev and Domashova 2022]. Dessa forma, podemos analisar os resultados
obtidos em diferentes contextos linguisticos, avaliando a eficicia das tarefas de NER em
multiplos idiomas.

Este estudo propde uma abordagem com BERT, utilizando dados sintéticos, para
identificar informagdes pessoais em transcricdes de dudio em Portugués. A pesquisa
busca responder: ’Qual € a performance da aplicacdo das tarefas de NER e extracio de
relacOes para a descoberta de dados pessoais em transcricdes de dudio em Portugués?”.
Para isso, desenvolveu-se um sistema capaz de identificar as entidades Nome, CPF, RG e
Endereco, e também extrair relagdes entre elas, como “Reside em”’e "Possui Documento”,
com base na LGPD. Utiliza-se o termo NLP (Natural Language Processing) para se refe-
rir a0 Processamento de Linguagem Natural.

Nas secOes subsequentes, este artigo aprofundard os trabalhos relacionados
e as metodologias empregadas. A Secdo 2 evidenciard os estudos relacionados e
suas contribuicdes. Na Secdo 3 serdo destacadas as metodologias utilizadas para a
implementac¢do do experimento. Na Secdo 4 sdo apresentados os resultados obtidos e,
por fim, na Se¢do 5 sdo avaliados os resultados, limitagdes e trabalhos futuros.

2. Trabalhos Relacionados

Os trabalhos relacionados apresentam pesquisas e estudos relevantes com o tema pro-
posto, contextualizando-o no ambito académico. Eles evidenciam as contribui¢cdes exis-
tentes e lacunas, justificando a relevancia deste trabalho. Os artigos escolhidos foram
categorizados em dois grupos distintos. O primeiro grupo, denominado “Privacidade”,
engloba os artigos que concentram-se primordialmente na detec¢do e identificagdo de da-
dos que estdo relacionados a privacidade do titular, e serd referido pela sigla "Priv’. O
segundo grupo, intitulado "Desidentificacdo Médica”, inclui os artigos que investigam a
eficacia dos modelos propostos em realizar a desidentificacdo médica e serd referido pela
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sigla "Med”.

A Tabela 1 demonstra os artigos selecionados, o modelo utilizado e o resultado do
F1-score obtido em cada experimento realizado. Analisando primeiramente os artigos do
grupo Med, temos diversos modelos utilizados em datasets distintos que estdao em dife-
rentes linguas, um problema comum observado foi a escassez de dados para treinamento
devido a sua natureza sensivel.

Artigo Ano Fl-score Modelo Idioma N° Entidades Dataset Grupo
(BANNOUR et al., 2022) 2022 0.706 Privado FR 15 MERLOT Med
(CATELLI et al., 2020) 2020 0.859  Bi-LSTM+CRF IT 23 SIRM COVID-19 Med
(CATELLI et al., 2021) 2021  0.963 ELECTRA EN 28 i2b2 Med
(GULTIAEV; DOMASHOVA,

2022) 2022 0916 BI-LSTM+CRF RU 2 Nerus Priv
(HERWANTO; QUIRCHMAYR;

TIOA, 2021) 2021 0.728 BERT EN 2 User Stories Dalpiaz ~ Priv
(HU et al., 2022) 2022 0.576 KeyBERT EN 2 Inspec Priv
(MOUSSAOUI; CHAKIR;

BOUMHIDI, 2023) 2023 0.961 Privado AR 8 Préprio Priv
(SILVA et al., 2020) 2020  0.860 spaCy EN 2 Kaggle Priv
(WONGVISES; KHURAT;

NORASET, 2022) 2023 0.573 BERT TH 7 Préprio Priv
(ZHANG et al., 2023) 2024 0915 BERT CH 8 Préprio Med

Tabela 1. Resumo Geral dos artigos analisados
Idioma: (EN) Inglés, (TH) Tailandés, (CH) Chinés, (AR) Arabe, (FR) Francés, (IT) Italiano,
(RU) Russo.
Modelo: (BERT) Bidirectional Encoder Representations from Transformers, (ELECTRA)
“Efficiently Learning an Encoder that Classifies Token Replacements Accurately, (Bi-LSTM)
Bidirection Long-Short Term Memory, (CRF) Conditional Random Fields.
Grupo: (Priv) Privacidade, (Med) Desidentificagao médica.

Em [Bannour et al. 2022], os autores propuseram uma abordagem baseada em
aprendizado profundo para reconhecimento de entidades clinicas em notas narrativas, en-
frentando a escassez de anotagdes por meio de um modelo professor-estudante, que pre-
serva a privacidade e mantém desempenho competitivo (F1-score de 0.706). De forma
semelhante, [Catelli et al. 2020] utilizaram estratégias multilingues para NER clinico,
demonstrando que o treinamento cruzado entre Inglés e Italiano pode ser eficaz (F1-
score de 0.859). A valorizacdo de recursos linguisticos especificos também apareceu
em [Zhang et al. 2023], onde a curadoria de uma base terminoldgica médica, aliada
ao fine-tuning de BERT em textos chineses, permitiu alcancar F1-score de 0.915. Ja
[Catelli et al. 2021] avancaram na tarefa de desidentificacdo clinica com o sistema PHI,
que incorpora o modelo ELECTRA e agrupamento semantico, obtendo Fl-score de
0.963. Esses trabalhos refor¢cam a importancia do uso de modelos contextualizados e da
adaptacgao a recursos linguisticos e contextuais especificos, seja por meio de transferéncia
entre idiomas, curadoria de terminologias ou arquitetura de modelos.

Outros estudos abordam a privacidade em contextos menos explorados ou em
linguas com poucos recursos. [Wongvises et al. 2022] investigaram a aplicacdo de Pro-
cessamento de Linguagem Natural (PLN) em Tailand€s, utilizando o modelo Wang-
chanBERTa para detectar dados pessoais e alcancando Fl-score de 0.573. Os au-
tores consideraram o resultado expressivo, considerando o ineditismo da proposta.
A protecao de informagdes pessoais em textos juridicos drabes foi explorada por
[Moussaoui et al. 2023], que propuseram um modelo de NER especializado, alcan¢ando

3



Anais Estendidos do SBSeg 2025: WTICG

Fl-score de 0.961. Em [Herwanto et al. 2021], o foco do estudo foi na privacidade em
histérias de usudrios de metodologias 4geis e atingiu um F1-score de 0.728. O estudo de
[Gultiaev and Domashova 2022] abordou a desidentificacdo de dados pessoais em Russo
com Bi-LSTM+CRF (F1-score de 0.916), enquanto [Silva et al. 2020] avaliaram as bi-
bliotecas NLTK, Stanford CoreNLP e spaCy com foco em NER aplicado a privacidade.
No estudo, a biblioteca spaCy alcangou o melhor resultado (F1-score de 0.860). Por fim,
[Hu et al. 2022] ampliaram a discussdo ao propor anonimiza¢do de dados de fala com
técnicas de privacidade diferencial e NER, atingindo F1-score de 0.576 com o modelo
KeyBERT. Esses estudos evidenciam a crescente preocupacdo com a privacidade em di-
ferentes idiomas, dominios e modalidades (texto e fala), demonstrando que, embora haja
avancos técnicos, ainda hé desafios relacionados a adaptacdo linguistica, recursos limita-
dos e equilibrio entre anonimizagdo e preservacao da informacao.

A partir da andlise realizada pode-se relacionar desafios comuns entre os artigos
selecionados e o presente estudo. Um desafio significativo estd relacionado a escassez
de dados para o treinamento dos modelos, questdo recorrente devido a sensibilidade im-
posta pela propria natureza dos dados a serem reconhecidos. E observado que os corpora
utilizados em sua maioria sdo baseados em documentos e textos [Zhang et al. 2023] e
[Catelli et al. 2021]. Além disso, podemos observar que todos os estudos realizam as
suas andlises considerando a métrica F1 (Fl-score), que combina as métricas de pre-
cisdo e recall. Outro ponto comum entre os estudos foi a utilizacdo dos modelos BERT
e Bi-LSTM+CRE, empregados por [Catelli et al. 2020], [Gultiaev and Domashova 2022],
[Herwanto et al. 2021], [Hu et al. 2022], [Wongvises et al. 2022] e [Zhang et al. 2023].

O modelo que serda empregado neste trabalho serd o BERT, escolhido com base
nos trabalhos revisados. Como principal diferenca, o presente estudo propde o reconhe-
cimento de entidades nomeadas para identificacdo de dados pessoais em transcricoes de
audios na lingua portuguesa. Este estudo possui enfoque na manutencdo da privacidade
do titular, utilizando-se também da capacidade de geracdo de dados sintéticos por meio
de modelos de linguagem de grande escala (Large Language Model - LLM).

3. Experimento

A estrutura do experimento proposto para este estudo € delineada em trés etapas princi-
pais, conforme ilustrado na Figura 1, que descreve o fluxo processual e a interconexao
entre as fases do estudo: Geragdo de Dados Sintéticos (Corpus), Pré-Processamento e
Extracdo de Informagdes. Cada etapa € essencial para o desenvolvimento e a avaliagao
dos modelos de NER aplicados a transcri¢des de dudio, com o objetivo de reconhecer e
classificar entidades de dados pessoais. Todos os cddigos desenvolvidos estao disponiveis
em repositério ptblico no GitHub!.

3.1. Estabelecimento do Corpus

Como discutido por [Nikolenko 2019], o uso de dados sintéticos ¢ motivado pela neces-
sidade de contornar restri¢coes legais e garantir privacidade. Este trabalho trata da desco-
berta de dados pessoais, justificando assim o uso de dados artificiais. Foram consideradas
as seguintes entidades: nome, CPF, RG e endereco. Além disso, foram anotadas duas
relacdes: “"Reside em” e ”Possui Documento”.

Thttps://github.com/mskca/tcc-nlp-2024
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Figura 1. Etapas do Processo de NLP

A primeira fase do experimento envolve a criagdo do corpus, constituido por ro-
teiros gerados e suas falas correspondentes. A geragcdo dos dados sintéticos foi feita com
a plataforma 4devs?, utilizada especificamente para CPF, RG e endereco. A escolha da
ferramenta ocorreu pela sua capacidade de fornecer dados variados e realistas, importan-
tes para um corpus representativo. Os RGs seguem o padrao da SSP-SP. Os nomes foram
obtidos a partir do censo oficial do IBGE?. Todos os enderegos foram padronizados para

o estado do Rio Grande do Sul.

Definiu-se um cendrio realista baseado em didlogos entre um atendente de suporte
técnico e um cliente. Os roteiros foram gerados com o modelo GPT-40*, utilizando os
dados pessoais criados anteriormente. Cada roteiro foi estruturado em arquivos JSON,

como ilustrado na Figura 2.

{
"falas": [
{
"nome": "Izabel",
"genero": "F",
"tipo": "atendente",
"fala": "Boa tarde, meu nome & Izabel. Com quem eu falo, por favor?"
be
{
"nome": "Patricia",
"genero": "F",
"tipo": "usuario",
"fala": "Boa tarde, Izabel. Aqui & a Patricia.”
be
{
"nome"™: "Izabel",
"genero": "EF",
"tipo": "atendente",
"fala": "0i, Patricia. Em que posso ajudi-la hoje?"
}f
{
"nome": "Patricia",
"genero": "EF",
"tipo": "usuario”,
"fala": "Eu estou com um problema referente aoc meu CPF 698.237.760-16."
)

Figura 2. Exemplo de Roteiro

Em seguida, os roteiros foram transformados em &4udios com o modelo ele-

Zhttps://www.4devs.com.br/
3https://www.ibge.gov.br/
“https://platform.openai.com/docs/api-reference
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ven_multilingual_v2°, permitindo gerar didlogos com entonacdes e sotaques variados. As
transcrigdes foram feitas com o modelo da AssemblyAl, garantindo boa precisdo na con-
versdo. As transcri¢cdes foram entdio anotadas com a ferramenta LabelBox’, onde foram
rotuladas entidades e suas relacdes. A Figura 3 mostra um exemplo de transcri¢do ano-
tada.

ftima tarde.

Figura 3. Exemplo de Transcricao Anotada.

Para garantir diversidade e representatividade, foram criados 500 roteiros com
duracdo média de 57 segundos, totalizando aproximadamente 8 horas de dudio. As
anotacoOes geraram 3.354 Nomes, 328 CPFs, 306 RGs, 539 Enderecos, além de 2.185
casos de "Reside em”e 2.607 de "Possui Documento”. Cada roteiro contém, em média,
até um CPF ou RG, até dois nomes e um endereco, assegurando uma boa distribui¢ao das
entidades.

3.2. Pré-Processamento

Neste estudo, o pré-processamento foi aplicado no arquivo anotado em formato ndjson e
consistiu em trés principais tarefas: normalizacdo para minusculo, tokenizagdo e alinha-
mento de tokens. A normalizagdo converte todo o texto para letras mindsculas, elimi-
nando variagdes derivadas da capitalizacdo e promovendo uniformidade no conjunto de
dados [Campesato 2020]. Por exemplo, as palavras “Texto”e “texto” passam a ser trata-
das da mesma forma apos a normalizacdo. Ja a tokenizacdo divide o texto em unidades
menores chamadas tokens, que podem ser palavras, subpalavras ou caracteres, permitindo
ao modelo processar o contetido de forma mais granular. O modelo BERT, utilizado neste
trabalho, adota uma tokenizagdo baseada em subpalavras, o que melhora sua capacidade
de lidar com variagcdes morfologicas e semanticas [Eisenstein 2019]. Para essa tarefa, foi
utilizada a biblioteca transformers da Hugging Face®, que fornece ferramentas eficientes
e adaptadas ao uso com BERT.

A terceira etapa do pré-processamento € o alinhamento de tokens, essencial para
tarefas de rotulagem sequencial, como o reconhecimento de entidades mencionadas. Esse
processo garante que cada token esteja corretamente associado a posicao correspondente
no texto original. Um método comum de alinhamento envolve o uso de offsets, que regis-
tram a posicdo exata de cada token no texto, permitindo rastreamento preciso. Adicional-
mente, sdo utilizadas as etiquetas do esquema BIO (Begin, Inside e Outside) para indicar a
func¢do de cada token no contexto das entidades, o que torna possivel representar de forma
estruturada e padronizada a presenca e os limites das entidades no texto. Esse conjunto

Shttps://elevenlabs.io/docs/introduction
Ohttps://www.assemblyai.com/docs/
"https://labelbox.com/
8https://huggingface.co/docs/transformers/en/index
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de técnicas assegura maior consisténcia e qualidade nos dados de entrada, impactando
diretamente o desempenho dos modelos treinados.

3.3. Extracao de Informacoes

Esta secdo descreve as técnicas de extragao de informacdes utilizadas para identificar da-
dos pessoais em transcri¢des de dudio, focando nas etapas de reconhecimento de entidades
nomeadas (NER) e extragcdo de relacdes entre essas entidades.

O reconhecimento de entidades nomeadas foi realizado utilizando o modelo
BERT, escolhido por sua eficicia em tarefas no idioma Portugués [Ignaczak et al. 2023].
Essa etapa € essencial para identificar e classificar corretamente as entidades sensiveis
como “Nome”, “CPF”, “RG” e “Endereco”. Para isso, foi utilizado o modelo pré-
treinado bert-base-portuguese-cased, disponivel na plataforma Hugging Face®, posteri-
ormente adaptado por meio de fine-tuning com um corpus especifico. A adaptacdo seguiu
uma abordagem supervisionada de classificagdo multiclasse, utilizando dados em formato
ndjson.

O corpus foi dividido em 80% para treinamento e 20% para teste, € o modelo foi
treinado por trés épocas utilizando a técnica de K-Fold Cross Validation com k = 10.
Essa abordagem permitiu mitigar a limitacdo do pequeno conjunto de dados rotulados,
pois cada subconjunto atua alternadamente como teste e treino, contribuindo para uma
avaliacdo mais robusta do desempenho médio dos modelos gerados [Eisenstein 2019].
Durante a validagdo, além da avaliacao por métricas quantitativas, houve atengdo espe-
cial a precisdo contextual das entidades extraidas, assegurando que o modelo reconhe-
cesse ndo apenas as entidades com acurdcia, mas também sua relevancia no contexto da
transcrigao.

ApO6s o reconhecimento das entidades, foi aplicada uma abordagem de extracao
de relagcdes, na qual o modelo analisa a proximidade e o contexto das entidades em uma
sentenca para inferir vinculos semanticos. Neste estudo, foram definidas duas relacdes
principais: “Reside em” e “Possui documento”. A relacdo “Reside em” associa a entidade
“Nome” a entidade “Endere¢o” informada pelo mesmo cliente na transcri¢do, enquanto
a relacao “Possui documento” vincula o “Nome” as entidades “CPF” ou “RG” extraidas
do texto. Essas relagdes refletem estruturas comuns em chamadas de atendimento e sao
relevantes para fins de conformidade com a LGPD [Eisenstein 2019].

O treinamento do modelo de extracao de relacdes seguiu a mesma configuracao do
NER: trés épocas, validacdo cruzada com k = 10 e divisdo de 80/20 para o treinamento
e teste. Essa consisténcia metodoldgica visa garantir comparabilidade entre os modelos
e maximizar o aprendizado mesmo com um corpus limitado. A identificacdo automatica
dessas relagcdes pode fortalecer sistemas de monitoramento de conformidade e auditoria
de dados, permitindo que organizacdes compreendam melhor como informagdes sensiveis
sd@o mencionadas e vinculadas em interag¢des verbais.

4. Resultados

Nesta secao sdo apresentados os resultados obtidos a partir do experimento realizado
com o modelo BERTimbau para o reconhecimento de entidades nomeadas e extragao

“https://huggingface.co/neuralmind/bert-base-portuguese-cased
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de relagcdes. As Secoes 4.1, 4.2 e 4.3 detalham respectivamente os resultados do NER, da
extracdo de relacOes e a avaliagdo geral do experimento realizado.

A Tabela 2 exibe o resultado geral do desempenho do modelo. Observa-se que o
BERTimbau apresentou desempenho significativo no NER, com uma média de F1-score
de 0.98. Em contraste, o desempenho da extracao de relagdes foi significativamente infe-
rior, com um F1-score de 0.29, destacando a dificuldade do modelo em identificar corre-
tamente as relagdes. Ja a Tabela 3 detalha os resultados por entidade e por relacdo, des-
tacando o desempenho do modelo em cada categoria especifica. Para o reconhecimento
de entidades, o modelo BERTimbau obteve alta precisao e recall em todas as classes. No
entanto, os resultados para a extragdo de relacdes demonstram um desempenho conside-
ravelmente inferior.

Precisao | Recall | F1-score
NER 0.97 0.99 0.98
Extracdo de Relagoes | 0.23 0.45 0.29

Tabela 2. Performance geral do modelo refinado para reconhecimento de entida-
des e relagoes.

Classificacao Meétricas
Precisao | Recall | F1-score
Nome 0.98 1.00 0.99
. CPF 0.96 0.98 0.97
NER (BERTimbau) RG 0.97 099 | 008
Endereco 0.98 1.00 0.99
- - Reside em 0.44 0.95 0.60
Extracao de Relacoes Possui documento | 0.06 0.06 0.06

Tabela 3. Performance do modelo refinado por entidade e relacao.

4.1. Reconhecimento de Entidades Nomeadas

A Figura 4 apresenta dois exemplos de entidades vélidas detectadas: "CPF” e "Endereco”.
A segmentac¢do dos tokens segue a metodologia "BIO”, permitindo a reconstru¢do das en-
tidades a partir dos rétulos atribuidos. Mesmo em casos em que o padrao textual ndo cor-
responde a um formato tipico, como um CPF incorreto, o0 modelo foi capaz de identificar
corretamente a entidade com base no contexto, caracterizando um verdadeiro positivo.

CPF Detectado: 28 ##7 .99 ##€ . 3% #+#0 .
Endereco Detectado: rua fonte nova sdo tom ##& ce ##p 94 ##46 ##60 04

Figura 4. Exemplo de deteccao

De acordo com a Tabela 3 o modelo BERTimbau demonstrou desempenho elevado
no reconhecimento das quatro entidades. Para "Nome”e “Endereco”, o modelo atingiu
Fl-score de 0.99, com recall de 1.00, indicando que todas as ocorréncias dessas entida-
des foram corretamente identificadas. ”"CPF’e "RG”’também obtiveram altos resultados,
com Fl-scores de 0.97 e 0.98, respectivamente. Esses numeros refletem a capacidade
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do modelo de generalizar padroes mesmo com variagdes textuais minimas. No geral, o
desempenho obtido refor¢a o potencial do BERTimbau para aplicacdes em conformidade
com regulamentacdes de privacidade, como a LGPD.

4.2. Extracao de Relacoes

A extracao de relacdes apresentou desempenho inferior quando comparada a tarefa de
NER. A relacdo "Reside em”, que conecta a entidade "Nome” a entidade “Endereco”,
obteve um F1-score de 0.60, com recall elevado (0.95) e precisdo consideravelmente baixa
(0.44). Esses resultados indicam que, embora o modelo tenha sido capaz de identificar
a maioria dos casos em que a relacao realmente existia, também incorreu em um grande
numero de falsos positivos — inferindo relagdes inexistentes. Esse comportamento pode
estar relacionado a padronizagdo presente nos dados sintéticos, que repetem estruturas
como “meu nome €... e moro em...”, levando o modelo a generalizar excessivamente. A
auséncia de variagdo e a previsibilidade nas construgdes sintdticas contribuem para que o
modelo encontre padrdes onde nao hd, prejudicando a precisao.

Por outro lado, a relagdo "Possui documento”, que liga "Nome”a "CPF’ou "RG”,
apresentou desempenho critico, com F1-score, precisao e recall todos fixados em 0.06.
Isso sugere falha do modelo em identificar corretamente esse tipo de vinculo semantico.
A baixa performance pode ser explicada pela escassez de exemplos no corpus sintético,
além da complexidade inerente a interpretacdo contextual — a relagd@o s6 € vélida quando
o "Nome” refere-se ao cliente, e ndo ao atendente, o que requer um nivel de compreensao
mais profundo do didlogo. No geral, a tarefa de extracdo de relacdes obteve Fl-score
médio de 0.29, com recall de 0.45 e precisao de apenas 0.23, indicando uma tendéncia do
modelo a reconhecer muitas relacdes, mas com grande nimero de falsos positivos. Me-
lhorias nesse aspecto podem ser alcangadas com a introdugdo de dados mais realistas e va-
riados, bem como com o uso de técnicas mais refinadas de ajuste fino e context-awareness,
capazes de aprimorar a capacidade de generalizagdo e reduzir erros de inferéncia.

4.3. Discussao dos Resultados

Os resultados obtidos demonstram que o modelo BERTimbau apresenta desempenho efi-
caz na tarefa de NER ao lidar com informagdes pessoais como nome, CPF, RG e endereco.
O alto Fl-score médio de 0.98 evidencia o potencial da aplicagdo desse modelo em
cendrios de automacao, verificacdo de identidade e conformidade com legislacdes como
a LGPD. No entanto, é importante reconhecer que parte desse desempenho pode estar as-
sociado ao uso de um corpus sintético, cuja estrutura previsivel facilita o aprendizado do
modelo e pode inflar artificialmente os resultados. A padronizacdo das expressdes nos da-
dos gerados tende a criar um ambiente mais favordvel para o reconhecimento, reduzindo
a variabilidade linguistica encontrada em contextos reais.

A andlise do corpus revela um viés gerado pela repeticdo de padrdoes como “O
meu CPF €...” ou “O meu endereco €...”, o que pode ter influenciado o modelo a memori-
zar estruturas especificas em vez de aprender padrdes linguisticos mais amplos. Embora
esse fator tenha contribuido para a eficicia do modelo em NER, ele também limita sua
capacidade de generalizacdo. Portanto, torna-se essencial o desenvolvimento de dados
sintéticos mais diversos e realistas, com maior variacdo semantica e sintdtica, a fim de mi-
tigar esse vi€s e promover uma aprendizagem mais robusta. Em contrapartida, a extracao
de relagdes demonstrou desempenho significativamente inferior, com F1-score médio de
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0.29, especialmente em relacdes como “Possui documento”. Isso reflete a dificuldade do
modelo em compreender relacdes semanticas complexas com um conjunto de dados limi-
tado e com pouca diversidade expressiva, sugerindo a necessidade de aprimoramento no
corpus e em técnicas especificas para essa tarefa.

Apesar das limitagdes observadas, o uso de dados sintéticos ainda se mostra
uma solucdo pratica e estratégica para o desenvolvimento de modelos de PLN, especi-
almente em dominios sensiveis onde o acesso a dados reais € restrito. O sucesso na
tarefa de NER reforga a viabilidade dessa abordagem, mesmo considerando as limita¢des
em relacdo a extracdo de relagdes. Além disso, embora ndo seja possivel realizar
uma comparagdo diretamente com os resultados obtidos em outros estudos, observa-se
que o resultado da métrica F1-score obtida neste estudo supera outros modelos BERT,
como [Herwanto et al. 2021, Hu et al. 2022, Wongvises et al. 2022], cujos valores fica-
ram abaixo de 0.73. No grupo de estudos voltados a privacidade, aproximadamente 33%
atingiram F1-score acima de 0.91, o que posiciona os resultados deste trabalho de forma
bastante positiva, principalmente considerando o uso exclusivo de dados sintéticos e a
restri¢do de recursos computacionais.

5. Consideracoes Finais

Este trabalho investigou o uso de técnicas de reconhecimento de entidades nomeadas
(NER) para identificar dados pessoais — como nome, CPF, RG e endereco — em
transcricoes de dudio em portugués. Para isso, foi desenvolvido e avaliado um modelo
baseado no BERTimbau, utilizando dados sintéticos como alternativa a escassez de dados
reais anotados. A motivacao central € a crescente demanda por solugdes automatizadas
que atendam a LGPD, possibilitando o uso seguro e eficiente de grandes volumes de dados
sensiveis em ambientes corporativos e institucionais.

Os resultados mostraram que o modelo teve desempenho excelente em NER, com
F1-score médio de 0,98, comprovando sua eficacia na identificacdo de entidades pesso-
ais. Esse desempenho refor¢a seu potencial em sistemas automatizados de verificacdo de
identidade e auditoria. Por outro lado, a extracdo de relacdes obteve F1-score médio de
apenas 0,29, refletindo a maior complexidade da deteccdo de vinculos semanticos. Além
disso, o uso de dados sintéticos, embora util para NER, gerou padrdes repetitivos que
podem ter introduzido viés e reduzido a generalizacdo do modelo em cendrios reais, mais
variados e imprevisiveis.

Os resultados obtidos neste estudo contribuem para demonstrar a viabilidade da
descoberta de entidades associadas a dados pessoais em transcri¢des de dudios em Por-
tugués. Além disso, apesar da meng¢do a possibilidade de introdugdo de viés no modelo
avaliado, o trabalho apresenta a viabilidade do uso de corpus sintético para o treinamento
de modelos com o objetivo de identificar dados pessoais, pois pesquisadores nao poderao
contar com corpora publicos com este tipo de dados devido as questdes éticas e legais.

Entre as limitagdes deste estudo estdo o uso de apenas um modelo e a falta de
comparacdes com outras arquiteturas. Futuramente, recomenda-se o uso de dados re-
ais anotados fornecidos por organizacdes de diferentes dominios e a avaliacdo de outras
abordagens para NER e extracdo de relagdes. A geracdo de dados sintéticos mais diversos
também deve ser explorada para mitigar vieses e ampliar a robustez dos modelos. Essas
medidas podem resultar em solu¢cdes mais completas e generalizaveis.
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