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Abstract. The rise in phishing attacks demands robust detection and characteri-
zation strategies. Large Language Models (LLMs) show promise in this domain,
but their effectiveness—particularly that of newer models—remains unexplored.
In this work, a novel phishing characterization method based on LLMs is pro-
posed. Based on 1,009 analyzed emails, key phishing features were extracted by
Gemini, DeepSeek, and ChatGPT using standardized prompts to ensure consis-
tency in testing. Our results indicate that DeepSeek stands out in robustness and
achieved the best overall performance, with an FI1-Score of 92.38%.

Resumo. O aumento dos ataques de phishing demanda estratégias robustas de
detecgdo e caracterizagdo. Grandes Modelos de Linguagem (LLMs) mostram
potencial nesse dominio, mas sua efetividade—especialmente a dos modelos
mais recentes—ainda é pouco explorada. Neste trabalho, é proposto um novo
método de caracterizacdo de phishing baseado em LLMs. Com base em 1.009
e-mails analisados, foram extraidas caracteristicas-chave pelos modelos Ge-
mini, DeepSeek e ChatGP, utilizando prompts padronizados para garantir con-
sisténcia nos testes. Nossos resultados indicam que o DeepSeek se destaca em
robustez e apresentou o melhor desempenho geral, com um F1-Score de 92,38%.

1. Introducao

A deteccdo de e-mails de phishing representa um desafio recorrente no campo da
seguranca digital, impulsionado pela sofisticacdo crescente das mensagens maliciosas
e pela dificuldade de detectd-las [Ciso Advisor 2023]. Esses ataques utilizam técnicas
de engenharia social, nas quais criminosos digitais enviam comunicacdes fraudulentas
disfarcadas de fontes confidveis para induzir usudrios a revelar informacdes sensiveis ou
comprometer sua seguranca [IBM 2024]. A engenharia social, nesse contexto, se apoia
mais em estratégias de manipulagdo psicologica do que em falhas técnicas, explorando a
confianca do usudrio para obter acesso nao autorizado a sistemas e dados [Gov 2021].

1



Anais Estendidos do SBSeg 2025: WTICG

O Brasil ocupa posicao de destaque negativo nesse cendrio: segundo a [CNN
Brasil 2024], o pais registra em média 1.379 ataques cibernéticos por minuto, sendo o
phishing o tipo mais recorrente, com um custo médio de R$ 7,75 milhdes por violagéo.
Globalmente, o volume desses ataques também se mantém elevado: apenas no ultimo
trimestre de 2024, o Anti-Phishing Working Group contabilizou 989.123 incidentes
[Associacio APWG 2025]. Esses dados reforcam a urgéncia de solugdes eficazes, es-
caldveis e automatizadas para mitigar o problema, especialmente diante da crescente com-
plexidade das mensagens fraudulentas e das limitagdes dos filtros tradicionais.

Para combater essas ameacas, novas solucdes sdo necessarias. Nesse contexto,
os Grandes Modelos de Linguagem—do inglés, Large Language Models (LLMs)—tém
se mostrado promissores ao reconhecer padrdes linguisticos associados a tentativas de
fraude. Os LLMs sao fortemente baseados em técnicas de Processamento de Lingua-
gem Natural (PLN), permitindo a extracdo de significados semanticos e contextuais de
textos, fator crucial na deteccdo de mensagens de phishing [Oracle 2021]. Modelos
como o ChatGPT, da OpenAl [OpenAl 2025], o Gemini, desenvolvido pelo Google
DeepMind [Google 2023], e o DeepSeek, proposto por uma startup chinesa focada em
aplicacdes técnicas e empresariais [BBC 2025], t€ém ampliado as fronteiras da IA em
diferentes dominios, incluindo a ciberseguranga. Cada um desses modelos apresenta
caracteristicas distintas quanto a arquitetura, volume de treinamento e capacidades de
generalizagdo, o que motiva investigagcdes sobre sua eficicia em tarefas especificas, como
a caracterizacao de e-mails maliciosos.

Estudos recentes vém explorando o uso de LLMs na deteccao de phishing, com
diferentes abordagens e resultados. Por exemplo, Zhang et al. 2024 demonstraram bons
indices de precisao na andlise textual com o GPT-3.5-turbo, mas evidenciaram limitagdes
na deteccdo de imagens e falhas apds multiplas iteracdes. Outros trabalhos como [Sayyaf-
zadeh et al. 2024, Al Daoud et al. 2024, Chataut et al. 2024, Heiding et al. 2024, De Rosa
et al. 2024] reforcam o potencial dos LLMs, mas apontam problemas como dependéncia
de grandes volumes de dados, dificuldades de generalizacdo e custo computacional ele-
vado. Portanto, para além do emprego das LLMs na deteccdo de phishing, faz-se ne-
cessaria uma abordagem estruturada que permita a caracterizagao de padroes linguisticos
e de indicios comuns que funcionem como alertas para esse tipo de ataque [Ahmed 2024].

Este trabalho propde uma nova estratégia de categorizacdo de e-mails phishing
baseada em LLMs, a qual concentra-se na busca por explicabilidade das decisdes, ma-
peando como cada LLM interpreta e identifica padrdes linguisticos associados a e-mails
maliciosos. Para tanto, o método proposto se baseia na anélise das caracteristicas-chave
(red flags) extraidas pelos modelos. Ademais, € realizada uma avaliacdo comparativa en-
tre os modelos Gemini 2.0, ChatGPT 4 e DeepSeek 3.0. Como parte da contribui¢do
metodoldgica, foi derivado um dataset contendo amostras de e-mails legitimos e malici-
0s0s, as red flags extraidas por cada modelo e os resultados quantitativos das avaliacdes
da intensidade dessas red flags em cada e-mail.

A organizacdo deste trabalho estd estruturada como descrito em seguida. Na
Secdo 2, é apresentada uma revisao da literatura acerca da temdtica estudada. A Secao 3
detalha a metodologia adotada na coleta, organizacdo e andlise dos dados. Na secdo 4, é
descrito o dataset gerado a partir das caracteristicas de phishing apontadas pelas LLMs.
Em seguida, a Secdo 5 discute os resultados obtidos e suas implicagdes. Por fim, a Secio 6
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apresenta as conclusodes do estudo e propde direcdes para trabalhos futuros.

2. Trabalhos Relacionados

Diversos estudos recentes t€ém explorado abordagens inovadoras para a deteccdo de e-
mails de phishing com o uso de modelos de linguagem natural. A seguir, os trabalhos sao
discutidos considerando similaridade metodoldgica e abordagem tecnoldgica. Ademais,
sdo destacadas suas contribuicdes, limitacdes e lacunas relevantes para o presente estudo.

2.1. Uso de LLLMs na deteccao de phishing

Estudos como [De Rosa et al. 2024,Zhang et al. 2024, Beydemir et al. 2024, Chataut et al.
2024, Sayyafzadeh et al. 2024] concentraram suas investigacdes em modelos da familia
GPT para interpretar e classificar e-mails maliciosos. Esses trabalhos variam desde a
simples aplicacdo de modelos pré-treinados até a combinagdo com estratégias comple-
mentares, como andlise de sentimentos e médulos de decisdo adaptativa. E importante
destacar que os trabalhos discutidos nesta se¢do focam na avaliacao de uma LLM em par-
ticular, sem, no entanto, investigar a eficiéncia de classificagao e consequente comparacao
de um rol de LLMs diferentes.

De Rosa et al. 2024 propds uma solucdo que integra analise estdtica (cabegalhos,
corpo, links e anexos) com andlise dindmica via GPT-3.5. Os testes com 2.000 e-mails re-
velaram precisdo de 75,75% e sensibilidade de 98,4%, mas baixa especificidade (53,1%).
O modelo teve destaque na andlise de anexos, embora apresentasse limitacdes como
tempo de processamento elevado, dependéncia de APIs com falhas e cobertura parcial
dos componentes de e-mails. Por sua vez, Zhang et al. 2024 investigou o uso de multiplas
versoes do ChatGPT (3.5 e 4.0) em uma ferramenta automatizada de detec¢do, combi-
nando listas restritivas e aprendizado de maquina com 11.430 URLs e 87 atributos. O
desempenho foi promissor na andlise textual e de URLSs, mas limitado na deteccio de
imagens maliciosas e sujeito a inconsisténcias apds multiplas interacdes, além de enfren-
tar dificuldades na extracdo de dados e problemas de estabilidade de rede.

Beydemir et al. 2024 desenvolveu um sistema que seleciona dinamicamente o me-
lhor modelo GPT para cada instincia de e-mail com base em histérico de desempenho.
Usando datasets do Enron [Cohen 2015] e conjuntos sintéticos, 0 modelo fine-tuning ob-
teve até 96% de revocacdo. Apesar do alto desempenho, o sistema apresenta limitagdes
como dependéncia de treinamento especifico, suscetibilidade a falsos positivos em con-
textos técnicos e custos operacionais elevados devido ao uso do GPT-4.

De forma complementar, Chataut et al. 2024 avaliou os modelos GPT-3.5, GPT-4
e um modelo personalizado (CyberGPT), usando 828 e-mails. O GPT-4 e o CyberGPT
superaram 97% de acuricia, enquanto o GPT-3.5 ficou em 80,68%. O CyberGPT se
destacou por identificar padroes de linguagem urgentes e remetentes suspeitos, mas os
autores alertam sobre sua vulnerabilidade a falsos negativos, necessidade de atualizagdo
constante e elevado custo computacional.

Sayyafzadeh et al. 2024 integraram LLMs com anélise de sentimentos usando a
ferramenta VADER. O sistema atingiu 92% de acurécia ao explorar ndo apenas o conteido
textual, mas também emocgdes como urgéncia e medo, demonstrando potencial em contex-
tos corporativos. Ainda assim, desafios como dependéncia de modelos caros e adaptacao
a idiomas menos comuns permanecem.
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Ademais, Jiang 2024 examina o uso de LLMs (GPT-3.5/4) para detectar golpes ci-
bernéticos via andlise de padrdes linguisticos, utilizando metodologia de coleta diversifi-
cada, pré-processamento e fine-tuning, com resultados preliminares mostrando eficiéncia
na identificagdo de sinais como erros gramaticais e links suspeitos, embora apresente
limitagdes significativas: andlise restrita a um dnico caso de phishing, falta de diversi-
dade de ataques, auséncia de métricas quantitativas robustas e avaliacdo em ambientes
reais, deixando questdes sobre escalabilidade e adaptacdo a novas ameagas sem resposta
adequada para validacao pratica em seguranga cibernética.

2.2. Comparacao entre LLMs e Abordagens Alternativas

Trabalhos como [Al Daoud et al. 2024] e [Heiding et al. 2024] analisam o uso de LLMs,
como GPT-40, Claude, Gemini, Bard e LLaMA-2, na deteccdo de phishing em e-mails
e redes sociais. Foram comparadas abordagens como zero-shot learning, extracao de ca-
racteristicas, fine-tuning e ensemble, com destaque para os LLMs, que alcancaram até
99,21% de acurécia. Claude-1 obteve 100% de acerto em e-mails sofisticados, enquanto
modelos como Bard e LLaMA-2 apresentaram desempenho inferior. Também foi avaliado
o uso de LLMs para criar ataques, sendo os métodos manuais ainda mais eficazes. Apesar
do bom desempenho, os estudos apontam limita¢des importantes, como viés linguistico,
alta dependéncia de prompts, variabilidade nos resultados, falta de explicabilidade e vul-
nerabilidade a novos ataques — fatores que limitam sua aplicag@o pratica e substitui¢ao
de especialistas humanos.

Outros trabalhos propdem métodos distintos dos modelos de linguagem de tltima
geracdo. Em [Xu et al. 2014], uma extensdo de navegador (Gemini) foi implementada
para bloquear sites fraudulentos ao detectar o uso de credenciais em dominios ndo re-
conhecidos. Com 0% de falsos negativos e menos de 1% de falsos positivos, a solucdao
mostrou-se leve e eficaz. Contudo, € limitada a paginas padronizadas e ndo protege nomes
de usudrio e enfrenta dificuldades com tecnologias como Flash.

Em [Ramprasath et al. 2023], redes neurais recorrentes com LSTM foram apli-
cadas para detectar padroes temporais em e-mails. A solu¢do superou métodos como
SVM e k-NN, destacando-se por sua adaptabilidade. No entanto, apresenta alto custo
computacional, sensibilidade a ruidos e pouca interpretabilidade.

2.3. Sintese comparativa

A Tabela 1 apresenta uma comparacdo entre os trabalhos relacionados e este estudo. Sao
analisados o escopo de aplicagc@o (como phishing em e-mails ou redes sociais), 0s mode-
los de linguagem investigados (incluindo GPT, Gemini, Claude, DeepSeek e LLaMA), a
presenca de caracterizacao de phishing e a geragao de novos conjuntos de dados.
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Tabela 1. Comparacao entre trabalhos relacionados e o presente estudo.

Referéncia Escopo Modelos Avaliados Caracte{rlz'agao Dataset
de Phishing
GPT Gemini Claude DeepSeeck LLaMA
De Rosa et al. Phlshl.ng 3.5 - - - - - -
2004 (e-mail)
Zhang et al. 2024 Phishing 35/4 - - - - - -
,,,,,,,,,,,,,,,,,, (emai) U
Beydemir et al. PhlShl.ng 4 +FT - - - - - -
2024 (e-mail)
Al Daoud et al. Phishing (e-mail, 4 L5 3 - - - -
2004 rede social)
Sayyafzadeh et al. Tg};ﬁﬁf 4 - - - - - -
2024
777777777777777777 Phishing 35,4, oo
(et 2B ema)  oypecPr T T T T
L . Phishing
fledingetal. 2024 Geraederecty T oo I
. Phishing
et emal) BT T
Este trabalho Phishing 4 2 - 3 - v v
(e-mail)

A coluna “Modelos Avaliados” indica quais variantes de LL.Ms foram exploradas
em cada estudo, com a sigla “~” sinalizando auséncia de andlise sobre determinado mo-
delo e o simbolo “v"” representando sua inclusdo, mesmo quando a versdo exata nao é es-
pecificada, como no caso de Gemini em Heiding et al. 2024. Ja a coluna “Caracteriza¢ao
de Phishing” mostra se houve extracdo de caracteristicas-chave (red flags) nos e-mails,
sendo essa uma das principais contribui¢des metodoldgicas do presente trabalho. A co-
luna “Dataset” indica se o estudo resultou na criagdo de um novo conjunto de dados
baseado nas respostas dos modelos.

Diferentemente das abordagens anteriores, este estudo ndo apenas avalia multiplos
LLMs em um mesmo cendrio controlado, como também propde um método de
caracterizacao automatizada de e-mails de phishing e gera um conjunto de dados enri-
quecido a partir dessas andlises.

3. Materiais e Métodos

Este estudo foi conduzido em etapas distintas, abrangendo a definicao do dataset de e-
mails adotado, a padronizagdo e organizacao dos dados e a extragdo de caracteristicas que
identificam phishing. O novo dataset, o qual € resultante da metodologia aplicada nesta
pesquisa, € apresentado na Secdo 4.

3.1. Dataset Adotado

O conjunto de dados utilizado foi obtido no trabalho de [Chakraborty 2023], escolhido
pela clareza na estrutura das informagdes e pela elevada avaliacdo (9.41) na plataforma
Kaggle!. Os e-mails presentes no conjunto estdo escritos em inglés. No total, 97% apre-
sentam corpo textual e 3% contém dados ausentes. Em relacdo a classificacdo, 61% sao

Plataforma  Kaggle, disponivel  em: https://www.kaggle.com/datasets/
subhajournal/phishingemails/data?select=Phishing_Email.csv
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e-mails legitimos (Safe Email) e 39% sdo e-mails maliciosos (Phishing Email). O con-
junto de dados é composto por duas colunas principais: E-mail Text, denotando o corpo
textual do e-mail e E-mail Type, denotando o tipo do e-mail, ou seja, Phishing ou Se-
guro. A partir deste dataset, foram utilizadas 1.009 amostras, nimero definido com base
na média observada em trabalhos relacionados, o que permite uma comparagao adequada
dos resultados. Importante destacar que a amostra reproduz a mesma distribui¢do propor-
cional do dataset total, mantendo a representatividade dos e-mails legitimos e maliciosos.
Desse total, 602 correspondem a e-mails legitimos (Safe E-mail) e 407 a e-mails malicio-
sos (Phishing E-mail).

3.2. Extracao de Caracteristicas Chave de Phishing

Foram utilizados trés sistemas distintos de inteligéncia artificial generativa: Gemini, De-
epSeek e ChatGPT, utilizando o mesmo prompt para todos os modelos a fim de garantir
consisténcia na comparagdo dos resultados.

Os primeiros 10 e-mails foram apresentados a cada IA com os comandos: Os pri-
meiros 10 e-mails foram submetidos a cada IA junto aos respectivos comandos. Desses,
6 sdo legitimos e 4 sdo e-mails de phishing.

1. “Analise o conteddo abaixo e identifique os elementos que ajudam a identificar
um e-mail de phishing. Ao final, liste todos esses elementos de forma breve em
forma de itens com uma frase simples explicando”.

2. “Agora crie uma planilha onde cada um desses elementos € uma das colunas e
marque para cada um dos itens o valor SIM ou NAO”.

Cada LLM produziu um conjunto distinto de colunas representando caracteristicas
potenciais de phishing nos e-mails analisados. Para ampliar o escopo, expandimos a
andlise para uma amostra adicional de 100 e-mails composta por 62 e-mails legitimos e
38 e-mails de phishing, solicitando aos modelos que identificassem caracteristicas ainda
ndo catalogadas. Apesar da andlise para uma amostra adicional de 100 e-mails, durante a
identificacdo de caracteristicas de phishing, observou-se que as LLMs deixaram de produ-
zir novos atributos relevantes apés um determinado ponto, apontando para a auséncia de
novas caracteristicas relevantes. Em virtude da redundancia observada nas caracteristicas
geradas, a andlise foi limitada as identificadas nos primeiros 100 e-mails, preservando
um conjunto conciso e representativo. Caracteristicas repetidas foram removidas, resul-
tando em conjuntos otimizados e distintos de caracteristicas (features) para cada LLM.
Na Tabela 2, sdo apresentadas as caracteristicas indicadas pelas LLMs abordadas neste
trabalho.

Além disso, pedimos as LLMs que criassem uma coluna chamada “Probabili-
dade de Phishing”, utilizando o prompt: “Adicione a tabela: Probabilidade de Phishing e
seu resultado”, com trés niveis de classificacdo baseados nas caracteristicas de phishing
identificadas. A seguir, s@o apresentados os trés niveis: BAIXA: Indica que o e-mail pro-
vavelmente ndo é phishing; MEDIA: Indica possibilidade de phishing; ¢ ALTA: Indica
alta probabilidade de ser phishing.

A probabilidade foi determinada com base no numero de caracteristicas de
phishing presentes em cada e-mail. Se um e-mail apresentar 5 ou mais elementos mar-
cados como “SIM”, a probabilidade € classificada como Alta. E-mails com entre 2 e 4
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Caracteristica Descricao Gemini ChatGPT DeepSeek
Remetente suspeito  Remetente € desconhecido, nome genérico X X X
ou parece forjado.
Senso de urgéncia Golpistas criam um senso de urgéncia para X X X
ou medo que o usudrio aja rapidamente, sem pensar.
Solicitacao de Remetente induz o destinatirio a for- X X X
informacoes necer dados sensiveis, como senhas ou
sensiveis informagdes bancadrias.
Links suspeitos Links em e-mails que aparentam direcio- X X X
nar para sites legitimos, mas que levam a
paginas falsas ou maliciosas.
Erros gramaticais e Textos com muitos erros de gramdticae or- X X X
ortograficos tografia.
E-mail nao solici- Mensagem recebida sem que o destinatario X X
tado tenha se inscrito para recebé-la.
Saudacao genérica  Saudagdo ndo dirigida especificamente a X X
pessoa.
Anexos suspeitos Arquivos enviados por e-mail que podem X X
conter malware.
Formatacao estra- FErros visuais no e-mail, como X X
nha espagamento irregular, fontes diferen-
tes ou imagens de baixa qualidade.
Oferta boa demais Mensagens que prometem beneficios ex- X X
cessivos, como dinheiro facil.
Dominio suspeito E-mail cujo dominio ndo corresponde exa- X X
tamente ao dominio oficial da organizacao
que supostamente enviou a mensagem.
Contetdo impréprio  E-mail com conteido sexualmente X
explicito.
Remetente  falsifi- Golpistas forjam o endereco do remetente X
cado para parecer que o e-mail vem de uma
fonte confidvel.
Histérias elaboradas ~ Narrativas complexas ou emocionais que X
tentam convencer a vitima a agir sem cau-
tela, como fornecer dados pessoais.
Personalizagdo Golpistas utilizam informagdes pessoais X
excessiva do destinatirio, como nome ou cargo na
empresa, para criar um e-mail que pareca
legitimo, aumentando a confianga.
Falta de informacdo E-mail que ndo apresenta dados bdsicos X
de contato como telefone ou endereco da empresa.
Contetido  emocio- Mensagens que despertam emogdes fortes, X
nalmente apelativo como medo, urgéncia, pena ou empatia,
com o objetivo de manipular o destinatario.
Informacdes de con- Inconsisténcias entre os dados fornecidos X
tato inconsistentes no e-mail (como telefone ou endereco) e as
dados oficiais presentes no site da empresa.
Anexos com nomes Anexos em e-mails que apresentam nomes X
estranhos genéricos ou fora do contexto.
Endereco de resposta O endereco para o qual as respostas do e- X
diferente mail sdo enviadas (“Reply-To”) é diferente
do endereco original do remetente.
Falta de Mensagens genéricas que ndo usam O X
personalizagdo nome ou informacgdes especificas do
usudrio alvo do ataque.
Probabilidade de Estabelecida em fungdo das caracteristicas X X X

Phishing

anteriores.

Tabela 2. Caracteristicas de phishing efmails indicadas pelas LLMs estudadas.
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elementos sdo classificados com probabilidade Média, enquanto e-mails com menos de 2
elementos sdo classificados com probabilidade Baixa. Por fim, qualquer e-mail classifi-
cado com probabilidade Média ou Alta foi considerado como phishing.

Como observado na Tabela 2, todos os LLLMs identificaram as caracteristicas: re-
metente suspeito, senso de urgéncia ou medo, solicitacdo de informagoes sensiveis, links
suspeitos e erros gramaticais e ortogrdficos. Isso indica que essas caracteristicas sao
frequentemente utilizadas em e-mails de phishing. Por sua vez, as caracteristicas e-mail
ndo solicitado, saudacdo genérica, anexos suspeitos e formatacdo estranha foram reco-
nhecidas pelo Gemini e pelo ChatGPT. Ja as caracteristicas oferta boa demais e dominio
suspeito foram identificadas pelo Gemini e pelo DeepSeek.

Algumas caracteristicas foram reconhecidas exclusivamente pelo Gemini, tais
como: contevido improprio, remetente falsificado, historias elaboradas, personalizacdo
excessiva, falta de informacdo de contato, conteiido emocionalmente apelativo,
informagoes de contato inconsistentes € anexos com nomes estranhos. Embora o Gemini
tenha identificado um maior nimero de caracteristicas, algumas delas sdo redundantes,
como remetente suspeito € remetente falsificado.

A caracteristica endereco de resposta diferente foi identificada apenas pelo
ChatGPT, enquanto a caracteristica falta de personalizag¢do foi reconhecida exclusiva-
mente pelo DeepSeek.

4. Dataset Gerado

Como contribui¢do metodoldgica adicional deste estudo, desenvolveu-se um dataset de-
rivado que amplia substancialmente o potencial analitico da investigacdo. Este conjunto
de dados vai além dos e-mails originais testados (dataset adotado), incluindo as carac-
teristicas de phishing que estdo na Tabela 2. Tais caracteristicas foram selecionadas com
base na identificacdo feita pelo ChatGPT, considerando que a maioria também foi apon-
tada pelo Gemini e/ou DeepSeek. Além disso, para cada e-mail analisado, registrou-se
tanto os resultados da classificagdo quanto as métricas de desempenho, permitindo enten-
der melhor o comportamento dos modelos.

Com este material produzido, é possivel comparar os diferentes métodos de
deteccao de maneira clara, identificando onde cada abordagem se destaca e onde apre-
senta dificuldades. O dataset completo produzido neste trabalho esta disponibilizado no
GitHub?, o que oportuniza a reprodutibilidade dos resultados obtidos nesta pesquisa.

5. Resultados e Discussao

Nesta secdo, apresentamos e analisamos os resultados dos modelos avaliados (Gemini,
DeepSeek e ChatGPT) com base nas métricas de desempenho: Precisdo, Recall, Acuracia
e F1-Score, conforme ilustrado na Figura 1. Os resultados evidenciam diferencas sig-
nificativas no comportamento dos modelos, especialmente no contexto da detec¢do de
phishing, uma tarefa que demanda aten¢do tanto a identificag@o precisa de ameacas quanto
a minimizag¢do de alertas indevidos.

’Download do Dataset Gerado: https://github.com/evelyn-bustamante/Phishing
Analise_Resultados
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Figura 1. Resultados consolidados das métricas de desempenho dos modelos
Gemini, DeepSeek e ChatGPT: Acuracia, Precisao, Recall e F1-Score.

O DeepSeek obteve o melhor desempenho geral, com F1-Score de 92,38%, pre-
cisdo de 96,68%, recall de 88,45% e acuracia de 93,36%. Esses resultados indicam um
classificador robusto, capaz de detectar mensagens suspeitas com eficdcia sem comprome-
ter a confiabilidade das decisdes. Em cenarios de phishing, onde tanto a falha em detectar
ameacas reais (falsos negativos) quanto a sinalizacdo indevida de mensagens legitimas
(falsos positivos) podem gerar impactos significativos, esse equilibrio torna o DeepSeek
uma solucdo adequada para ambientes que exigem protecdo ampla e com maior con-
sisténcia que os demais modelos.

O Gemini destacou-se pela alta precisao, atingindo 98,01%, o que evidencia sua
capacidade de reduzir falsos alarmes, essencial em contextos onde respostas automati-
zadas a deteccdes de phishing podem acarretar bloqueios ou prejuizos operacionais se
acionadas indevidamente. No entanto, sua recall de 80,34% sugere uma menor sensibili-
dade a detec¢do completa de tentativas de phishing, o que implica que algumas ameacas
podem passar despercebidas. Dessa forma, o Gemini € mais indicado em ambientes onde
a confianca nas classificagdes positivas deve ser maximizada, mesmo que se aceite um
nivel reduzido de cobertura na detecc¢ao.

O ChatGPT apresentou métricas intermedidrias, com F1-Score de 89,23%, pre-
cisdo de 90,05%, recall de 88,42% e acuracia de 89,40%. Sua performance equili-
brada entre precisdo e recall o posiciona como uma alternativa versatil, especialmente
em cendrios onde € necessario manter uma boa capacidade de resposta frente a mensa-
gens maliciosas, sem comprometer excessivamente a experiéncia do usudrio com alertas
falsos. Embora ndo alcance os extremos de desempenho observados nos outros modelos,
sua consisténcia o torna uma escolha solida para aplicaces de deteccdo de phishing que
nao demandem rigidez extrema em uma métrica especifica.

Portanto, a comparacdo entre os modelos demonstra que a escolha da abordagem
mais adequada esta diretamente relacionada ao perfil de risco e aos objetivos operacio-
nais da aplicacdo. Em sistemas onde o impacto de falsos positivos deve ser minimizado,
o Gemini € a opc¢ao preferencial. J4 em contextos que demandam a méxima detecc¢ao de
ameacas, mesmo com um custo moderado em confiabilidade, o DeepSeek sobressai. O
ChatGPT, por sua vez, atende bem a cenarios onde se busca um equilibrio pratico en-
tre sensibilidade e precisao, sendo uma solu¢do intermedidria confidvel. Dessa forma, a
principal constatacdo € que ao implantar-se uma solu¢do de deteccao de phishing é funda-
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mental considerar quais s@o os requisitos prioritarios da organizacdo ou do usudrio final
do sistema de e-mails.

6. Conclusao

Este estudo realizou uma avaliagdo comparativa do desempenho dos modelos de LLMs
Gemini, DeepSeek e ChatGPT na tarefa de deteccdo de e-mails de phishing. A andlise
dos dados demonstrou que, embora todos 0os modelos tenham apresentado resultados sa-
tisfatérios, houve variagao nos valores das métricas de desempenho obtidas.

Os resultados indicaram que o DeepSeek alcancou os melhores indices,
destacando-se em F1-Score (92,38%), Acuracia (93,36%) e Recall (88,45%), superando
os demais modelos. O Gemini, apesar de registrar a maior Precisao (98,01%), apresentou
limitag¢des na Recall (80,34%), enquanto o GPT nio se destacou em nenhuma métrica es-
pecifica, obtendo Acurécia de 89,40%, Precisao de 90,05%, Recall de 88,42% e F1-Score
de 89,23%, porém apresentou F1-Score e Recall superiores aos do Gemini.

Conforme evidenciado pelos resultados, o Gemini se destaca como um modelo
altamente confidvel para predicdes positivas, sendo ideal quando a prioridade é minimizar
falsos alarmes. O ChatGPT apresenta um desempenho equilibrado, embora nao tenha se
destacado em nenhuma métrica especifica. J4 o DeepSeek pode ser a melhor escolha
quando o objetivo é maximizar a eficiéncia global, especialmente em cendrios sensiveis
que exigem equilibrio entre Precisdo e Recall.

Por fim, além das contribuigcdes metodoldgicas e experimentais, este trabalho
também disponibiliza um dataset enriquecido, contendo red flags identificadas pelas
LLMs. Esse recurso estd disponivel publicamente e pode servir de base para futuras
pesquisas na intersecao entre seguranga cibernética e inteligéncia artificial generativa.

Como possibilidades para trabalhos futuros, propdem-se diversas linhas de apro-
fundamento. Primeiramente, sugere-se a ampliacdo dos experimentos, com a realiza¢ao
de novos testes para aumentar a robustez estatistica dos resultados obtidos. Outra dire¢ao
promissora € a expansao multilingue, por meio da extensdo da andlise para e-mails de
phishing em diferentes idiomas, permitindo avaliar a consisténcia dos padrdes de detec¢ao
frente a distintas estruturas linguisticas. Além disso, recomenda-se uma investigacao mais
aprofundada dos fatores que influenciam diretamente o recall, como o tamanho e a com-
plexidade dos e-mails, bem como a presenca de padrdes linguisticos especificos associa-
dos a red flags de phishing. Também se considera relevante a realizacdo de uma anélise
comparativa expandida, incluindo no estudo outras LLMs emergentes, de modo a ofe-
recer uma visao mais abrangente sobre o desempenho da IA generativa na detec¢do de
phishing. Por fim, propde-se o refinamento das técnicas de prompt engineering, explo-
rando estratégias mais sofisticadas de construc¢do de prompts, com o objetivo de potenci-
alizar a eficicia dos modelos nessa tarefa.
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