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ABSTRACT

In the information age, a plethora of content is available on a
wide range of subjects, requiring an organization capable of
making that content more accessible and engaging. An inter-
esting application of classification tasks was identified in the
Index project, developed by the Amsterdam-based company
The Next Web. To solve this classification task, the Naive
Bayes (NB) technique was applied to classify short news in
four topics. To evaluate the results produced by such a clas-
sifier, a series of tests using cross-validation were carried out.
It was possible to conclude that the NB classifier had satis-
factory performance, achieving about 70% of accuracy in the
best cases. In this paper, we intend to present the context of
the Indez project and discuss the results obtained with the
NB classifiers. Despite the good results, the project is still in
progress, as it is necessary to test variations as classification
techniques and text representation approaches.
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1. INTRODUCTION

Nowadays the amount of content available grows faster
than the human’s ability to consume it. Every day, a large
amount of information is stored to be analyzed and man-
aged later [12]. Automatic content analysis can be even
more problematic since the expectations for results from au-
tomatic analysis are rarely met. As also discussed in [13],
one of the most pressing needs is the organization of informa-
tion to make it more accessible and interesting to (human)
readers and to automatic information retrieval mechanisms.
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However, precisely because of the large quantity and diver-
sity of textual data, this task becomes challenging.

In this work, we discuss the development of a study to
meet such prerogative of textual data analysis applied to
the context of the Indezx project at The Next Web company.
In order to investigate a feasible solution for this issue, an
experiment related to short news classification was carried
out using the Naive Bayes (NB) classifier [3], considering
a multi-class classification problem (four topics). The ex-
periments were conducted in the Natural Language Toolkit
NLTK platform. In order to better discuss our approach,
this paper is organized as follows: the theoretical back-
ground is briefly presented in Section 2; the Index project
and the correlated textual data analysis problem are pre-
sented in Section 3; in Section 4 the approach proposed in
this study is explained; the results are discussed in Section 5;
and finally the conclusions and future works are outlined.

2. BACKGROUND

Currently, text categorization task (TC) lies mainly be-
tween the Machine Learning and Information Retrieval fields,
therefore it also shares several characteristics with other ar-
eas and tasks, such as Statistics and Data Mining. The
scope definition of each mentioned area is still subject of
discussions. However, considering Data Mining as a set of
tasks that, by analyzing large amounts of data and detecting
the use of patterns, extracts information that may be use-
ful, it makes sense to comprehend the TC as a Data Mining
instance [9]. Specifically, TC consists of labeling natural
language texts with pre-defined categories regarding a sub-
ject. Such a task has been studied since the 1960s, however,
until the early 1990s, the topic had not been became rel-
evant. Its relevance comes due the progressive interest in
the areas and tasks related to Data Mining (or Text Min-
ing considering textual data), as well as the availability of
higher processing power [9]. The TC’s relevance can be mea-
sured in terms of its application fields, which range from
engineering, computer science and the biological sciences to
earth sciences, social sciences and economics [12]. In order
to better explain the issues related to the TC development,
we present some concepts in the following sections: textual
data pre-processing (Section 2.1), NB classifier (Section 2.2)
and evaluation strategy (Section 2.3).

2.1 Pre-processing of textual data

In order to propose a solution in TC task, it is necessary
first to pre-process the textual data and then map each doc-
ument d; to a compact (mostly numerical) representation,
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so that it can be interpreted by a classifier and by the algo-
rithms that generate the classifier [9]. To pre-process textual
data, there are some classical procedures to be applied, in-
tending to reduce or eliminate content that is not relevant to
the classification task to be performed. During this stage,
it is common, and considered as good practice, to remove
stopwords' and apply the process known as stemming® [9].
After the pre-process stage, the textual data is ready to be
represented in a numerical form. The simplest and most
common scheme of representation is the binary representa-
tion, in which each document d; is represented as a vector
of binary weights associated to its terms (f5). The weight
values 0 or I means, respectively, the absence or presence
of each term t; in each document d;. Although there are
other ways to represent a document as a vector of weights
of its terms, such as term frequency and term frequency -
inversed term frequency (tf-idf)[9], in this paper, only the
binary representation is being discussed due to its simplicity.

2.2 Naive Bayes

The NB model is one of the oldest and simplest forms of
the Bayesian network. It is called naive for assuming that,
given a class, all variables or attributes are conditionally in-
dependent [8]. Thus, using the NB model, all attributes in a
dataset equally influence the process of predicting a class for
a given data [1]. The NB works as follows: a priori distri-
bution is calculated for each class, by analyzing the training
dataset; in order to classify a new datapoint (from validation
or test dataset), the probability of each class is calculated
considering each datapoint attribute and then all of them
are combined with (weighted by) the a priori probabilities
[11]. The result is an estimate of the probabilities of mem-
bership of a datapoint to each class. The final classification
is the most probable class for that datapoint [1].

2.3 Evaluation strategy

In order to evaluate a classifier model, measuring its ro-
bustness in terms of accuracy and generalization ability, it is
recommended to use strategies that are not (or are less) opti-
mistic, capable of obtaining results close to those that would
be obtained in real environments [4]. In [3], the authors
present a series of strategies, and for this work, the strategy
called cross-validation was chosen to be applied along with
training, validation and test datasets. Although the amount
of data used for this work is not in the maximum amount
that can be used in the context of the Index project, it is
possible to apply the cross-validation strategy. This strat-
egy is able to provide a classifier quality parameter closer
to that obtained in a real scenario than would be obtained
using more optimistic test strategies as holdout [4].

3. SCOPE AND PROBLEM DEFINITIONS

The short news classifier discussed in this paper tests a
new way to organize textual data of a real business project
called Indez, developed by the company The Next Web. The
key idea of the Index is to centralize technology-related news
published in a variety of digital media channels. Technology-
related publications from more than one hundred different

! Stopwords are words with high frequency that carry little
discriminating information to help in the TC task [6].

2 Stemming represent words using terms, in fact, their radical
form.
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sources (websites) are tracked, resulting in about a thousand
fresh news per day. Due to the data volume, TC arises as
truly enriching, since it would associate each news with a
probable topic of interest for the Indezr platform users.

The used news are stored in two different forms: complete
news, in which a single input includes the title, excerpt and
body of a news article; and sentences, in which the sen-
tence is part of a news article. Some news from the Index’s
database were manually labeled with one of the four topics
of interest: investment, acquisition, internet of things (iot)
and virtual reality (vr). This labeling process is the reason
why TC solutions could be applied, as they are based on
supervised approaches. This task generated a set with 4,145
complete news inputs: 1,214 labeled as acquisition, 1,193 as
investment, 954 as iot and 784 as vr. For sentences inputs,
the labeling process generated a set of 4856 inputs: 1519 la-
beled as acquisition, 1495 as investment, 1016 as iot and 826
as vr. Thus, with labeled short news corpora, it is possible
to build a classifier capable of reaching expectations about
providing a fresh, useful and complementary news organiza-
tion based on its’ content, meeting the interests of users.

4. PROPOSED APPROACH

To implement the NB model, we have used the functional-
ities provided by the framework Natural Language Toolkit
(NLTK)? [5]. This framework allows programs written in
Python to work with data from natural language 4. As well
as the NB model and the experiments, the pre-processing
phase was also implemented with NLTK. The following pre-
processing was performed: (i) exclusion of stopwords, there-
fore such words will not disrupt the classification process
with their probable high frequency of occurrence; (ii) stem-
ming, so that some dimensionality reduction is achieved;
(iii) construction of a dictionary of n-grams in terms of tu-
ples containing all n-grams and their respective frequencies
in the whole news corpus; (iv) representation of each topic
as the list of documents labeled with such topic, wherein
each document is, in fact, a list of tuples composed by the
n-grams ° associated with the values 0 or 1, representing the
absence or presence of the n-gram in the document (see a
illustrative example in Figure 1)°.

In order to carry out the experiments to build the classi-
fiers, some scenarios need to be configured considering: the
two different granularities of textual data (complete news,
sentences mews), aiming at verifying if there is difference
in the classifier performance depending on the texts size;
dataset balancing (balanced, unbalanced) since the complete
dataset is unbalanced”; which n-grams to use, that we de-
cided to keep the task as simple as possible using only uni-
grams), since in the literature there are no strong indications
about the positive influence of the use of bigrams [2].

http://www.nltk.org/

4The NLTK offers interfaces, as WordNet, to facilitate han-
dling more than 50 lexical and corpora resources and offers
word processing libraries to divide into tokens, stem etc.
SN-grams: terms, separated by a hyphen, in which each term
refers to stemmed text words

5Tn the experiments here presented, only unigrams (n-grams
with only one term) were considered.

"The complete dataset has 2530 documents labeled as ac-
quisition, 9330 as tnvestment, 230 as iot and 306 as vr. The
balanced dataset has 500 as acquisition, 500 as investment,
230 as tot and 306 as vr.
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label of document 1

tuplas representing document 1 (composed by unigrams and bigrams and their frequencies)

acquisition = (_A_‘ {

|

(acquisition, [(“microsoft”, 1), (“has”, 1), (“microsoft-has”, 1), ... (“startup-today”,1)]),

(acquisition, [(“company”, 1),(“announc”, 1),(“company-announc”, 1),..(“acquis-apple”,1)])

N (last d of

ion topic)

Figure 1: Example of “acquisition” topic representation (NLTK data structure)

Regarding to dataset balancing, it is important to high-
light the need to nullify any influence of the randomness
used to choose the datapoints to be part of the balanced
dataset. Then, we carried out such random choices 30 times
for each experiment scenario. All these generated balanced
dataset were included in the experiments.

The next task was to define how to reduce the dimen-
sionality of the datasets. The typical high dimensionality
(thousands of dimensions) of textual datasets is due to the
large number of words found in the whole set of documents
being analyzed. Generally, the large number of words adds
complexity to the problem and not necessarily adds discrimi-
native and useful information to the classification models. It
is known that terms that occur very frequently or very rarely
in a corpus have a low power of description [7]. There are
several ways to decrease the dimensionality of data points
beyond the strategy chosen for this work, as presented in
[10]. In this study, to choose which dimensions must be ex-
cluded, we analyzed the natural distribution of each term
in the whole corpus by using boxplot graphs combined with
thresholds that eliminated words with very low frequencies®.

The information from boxplots was stored and used to
perform the lower and upper cuts to reach the desired de-
crease of dimensionality. This was done using the minimum
and maximum information of the bozplots, that is, the goal
was the withdrawal of outliers. In order to minimize the
amount of test (at least initially) and, at the same time,
to encompass a good variety of the available search space,
the values to threshold was empirically defined as 5, 10, and
15, based on exploratory experiments. The final amount
of terms to be considered for training and testing for each
dataset are shown in the Table 1.

The analysis of the boxplots showed that the variation
of the number of terms (dimensionality), as well as the in-
formation provided in relation to the frequencies of these
terms, do not differ substantially among the 30 balanced
datasets generated to each variation of the other analyzed
items. This fact suggests that the randomness in choosing
the documents to compose balanced datasets may not influ-
ence the classifier performance, since all versions are similar
regarding their terms natural distribution. Therefore, from
this point on, the balancing was performed only once for
each dataset, instead of 30 times as it had been done.

As we are using a binary representation for texts, the last
step before training the NB models is to map the initial
text representation to this one. A summary example of this

8We notice that the very large number of words with low
frequency represented a kind of noise that did not allow the
clear interpretation of information of the boxplot graph.
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Table 1: Amount of terms in each combination of
data granularity, balancing and boxplot’s thresholds

Data Type Balancing Threshold # of terms
news balanced 5 2248
news balanced 10 1300
news balanced 15 866
news unbalanced 5 2973
news unbalanced 10 1628
news unbalanced 15 1113
sentences balanced 5 789
sentences balanced 10 386
sentences balanced 15 175
sentences unbalanced 5 1244
sentences unbalanced 10 541
sentences unbalanced 15 315

representation is presented in the Figure 2.

After all these decisions have been made, 12 datasets were
generated by combining all of the parameters previously dis-
cussed (textual data granularity, balancing and thesholds).
Moreover, in order to perform the cross-validation strategy,
each dataset was divided into ten folds, following the recom-
mendation in [3] and [4]. Therefore, ten different runs were
performed for each of the 12 datasets. In each run, one of
the folds was separated to perform the tests while the other
nine were used for training.

S. RESULTS AND DISCUSSION

Following the procedures described in the previous sec-
tion, the 12 datasets built were used to train NB classifiers
and the results obtained from the performance measurement
of these classifiers in the test folds are presented in the Table
2. The performance measurement is the average classifica-
tion accuracy, calculated using the results obtained in each
run of the cross-validation strategy.

From the analysis of the results presented in the Table 2,
it could be noticed that the datasets with complete news ob-
tained better performance than the datasets with sentences.
Regarding to dataset balancing, there was no significant dif-
ference between the results using balanced sets and unbal-
anced sets. For threshold values, there was no significant
difference between the results of the combination involving
complete news, but in the combinations with sentences, the
results obtained for the lower threshold values were better
than for the higher threshold values.

In order to check if the cross-validation strategy is ro-
bust for the discussed problem, some tests were made by
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acquisition =

(acquisition, [("microsoft”, True), (“has”, True), ... (“wait-home”, False)]),

(acquisition, [[{“microsoft”, False), ..., (company-announc”, 1), ..., (“wait-home”, False)])

Figure 2: Example of “acquisition” topic with binary representation (NLTK data structure)

Table 2: Results for each dataset and considering each topic

Data type Balancing Threshold Accuracy acquisition Accuracy investment Accuracy iot Accuracy vr
news balanced 5 0.6400 0.7500 0.6600 0.7950
news balanced 10 0.6050 0.7250 0.6700 0.8150
news balanced 15 0.6000 0.7200 0.6550 0.8100
news unbalanced 5 0.6580 0.7600 0.6435 0.7111
news unbalanced 10 0.6180 0.7580 0.6435 0.7344
news unbalanced 15 0.6000 0.7540 0.6739 0.7183
sentences balanced 5 0.6038 0.6963 0.5662 0.6725
sentences balanced 10 0.4825 0.6850 0.5062 0.5900
sentences balanced 15 0.4188 0.7087 0.4225 0.4975
sentences unbalanced 5 0.6618 0.7543 0.5794 0.6318
sentences unbalanced 10 0.5802 0.7376 0.5156 0.5760
sentences unbalanced 15 0.5733 0.7522 0.4461 0.5121

generating 10 different classifiers to one of the datasets us-
ing, for each classifier, 80% of its datapoints (randomly cho-
sen) to train the models and the other 20% to test it. By
analysing the results, we noticed that the standard devia-
tion among the accuracies obtained in each classifier using
such a strategy was significantly greater than the deviation
observed among runs of the cross-validation strategy. There-
fore, it was possible to affirm that the cross-validation in fact
brought greater reliability to the results.

6. CONCLUSION AND FUTURE WORK

The NB classifier discussed in this paper was trained with
real data of the project Index from The Next Web company.
Considering the data context and the initial expectations of
the company, the results achieved (about 70% of accuracy)
were satisfactory. Despite the good results, it is needed and
planned to test the classifier in the real production environ-
ment. The next steps planned to this work include: tests
with other classification techniques, as neuro-fuzzy systems,
which are able to take advantage of the robustness of neural
networks and the modeling flexibility of fuzzy set theory;
exploration of other textual data representation. The goal
with further studies is to improve accuracy rates.
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