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Abstract. News consumption is increasingly done on social media websites. In
this environment, all types of entities and people present themselves as news
sources. These new outlets might focus on specific audiences, and some exhibit
the news less objectively. Facebook is one of these platforms, which categorizes
an extensive group of pages as a kind of news media. It is crucial to characterize
all pages that disseminate information in this ecosystem to analyze this pheno-
menon. Our main objective is to create an in-depth diagnostic of news stories
and opinions, focusing on Brazilian Facebook. Our contributions are: (i) a new
method to measure the political bias of Facebook pages on a given country, and
(ii) a detailed characterization of a comprehensive sample of these pages.

1. Introduction
Today many people use social media websites to satisfy their daily news diet. According
to a recent survey from the Pew Research Center [Shearer and Matsa 2018], nearly 68% of
U.S. adults mainly get informed about current events on social media websites. For Bra-
zilians, a similar study found this statistic to be 66%. It was also found that social media
has passed print newspapers as a news source in Brazil since 2014 [Newman et al. 2019].
This new behavior changed how news is consumed and produced, lowering the barrier
to entry, and thus promoting independent journalism, such as citizen journalism from the
Arab spring [Russell 2011].

A recent work indirectly measured this shift, discovering 20,448 self-reported pa-
ges of U.S. news outlets located on Facebook [Ribeiro et al. 2018]. This independent
journalism, also called alternative news media, still generates some debates about firm
definitions, sometimes challenging the very definition of journalism [Newman 2011].
One article conceptualized some key dimensions where this journalism differs from the
so-called mainstream media, which are the producers, the content, the media organiza-
tions formed, and the media systems where it lives [Holt et al. 2019].

In these dimensions proposed, public figures and political entities can be seen
as a type of producer. Generally, they are a focus for the media as the subject of news
stories. However, they can also use their official and personal accounts on social media
to present information to the public in a more direct way, possibly replacing traditional
news. The use of Twitter by Former U.S. President Donald Trump was analyzed in a
similar light [Wells et al. 2020]. These alternative media outlets are increasing in num-
ber and power recently, sometimes with their political bias being the source of popula-
rity [Kelkar 2019, Newman et al. 2019].
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Therefore, understanding alternative media pages, their characteristics, and au-
diences can help us find trends in their effects in different communities, assessing their
societal impacts. In Brazil, several alternative media outlets have emerged during both
left and right-wing governments, mostly mixing activism and reporting, raising questions
about their political accountability and compromise with the truth. Specifically, in 2018,
Facebook dismantled what was called a coordinated disinformation web of 196 pages and
87 personal profiles [Haynes 2018]. The owners of these fake accounts hid the nature
and origin of their publications, intending to propagate division and disinformation. Cre-
dible independent journalists can create these types of pages, but political groups, like
in the cases presented, can start their outlets to shape public opinion or attack political
enemies [Holt 2018, Kelkar 2019]. In this scenario, the mapping of these pages and their
political bias can be crucial to increasing the transparency of this media environment.

We aim at finding possible solutions to that problem, with our main contribution
in the dissertation being a new methodology to identify Facebook pages as mainstream
media, alternative media, and public figures, also finding their political ideology bias,
focusing on a given country. Along with finding the ideology of the pages, we make
an overview of the media ecosystem through a characterization of the audience of these
pages.

Furthermore, in this new media environment, people also use social media to influ-
ence their friends, sharing news stories they consider correct [Weeks and Holbert 2013].
Beyond that, comments sections are also used as a way to interact and discuss with other
people about posts publish on different pages. Some people are more often inclined to
leave online comments on online news, including news websites. Among these peo-
ple, 77.9% of them comment specifically on social media [Stroud et al. 2016]. A no-
table proportion of the comments on news posts can be considered toxic [Su et al. 2018,
Hille and Bakker 2014]. According to a study [Reis et al. 2015], a similar trend happened
with comments on news websites, which were negative independent of the headline.

Addressing that, our second contribution is a diagnostic about the comments as-
sociated with the news posts shared on Facebook, focusing on measuring their toxicity
levels. To complement this analysis, we also examine Facebook reactions, which include
Love and Haha, which are more emotional-specific versions of regular likes. As users
can apply them to express more clear emotions, we assess their use to display negativity
and anger, comparing these reactions with the previous toxicity score of the comments of
each news post.

As a case study of the use of our methodology, and exploration of a media environ-
ment, we analyze the ecosystem of news inside Facebook, focusing on Brazil, which has
a history of interaction between alternative media and politics [Haynes 2018]. Studying
this ecosystem in Brazil is limited to few pieces of research, with most of them being case
studies of existing groups of interest [Moretto and Ortellado 2018, Newman et al. 2019],
even though Facebook is the most used platform for news reading in Brazil.

2. Goals
The goal of this project is to help to fill this research gap, presenting two contributions:

1. Creation and validation of a methodology to identify and measure the political
bias of Facebook pages for a given country;
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2. An in-depth characterization of ideology bias, public demographics, reactions in
posts, and comment toxicity of a large sample of the three actors cited: mainstream
media, alternative media, and public figures, in Facebook pages from Brazil.

3. Related works and Theme Overview
Understanding alternative media pages and their audience’s interactions between them-
selves and with the content can help us find trends in how they affect different com-
munities and assess their societal impacts. This examination is related to one of the
challenges of the Open World and its implications in Information Systems, as descri-
bed in [Araujo et al. 2017], bringing more transparency to the relationship of politics and
media in social media platforms. More specifically, one of the main challenges we face
is related to how subjective are the concepts of alternative news media, political bias, and
the degrees of online hate.

3.1. Alternative Media
To address that, we first briefly describe some cases of alternative outlets changing
the news and political landscape, giving a few examples of what we would consi-
der alternative media. Recently, the impact of alternative media has been exami-
ned [Kelkar 2019, Holt 2018]. The ecosystem of alternative right-wing outlets in the
USA [Kelkar 2019] creates an asymmetry in the perception of world affairs, being par-
ticularly relevant in the U.S. election of 2016. During this election, Russian troll farms
spread propaganda on social media through fake news and fear-mongering, resulting in
more hate on the platform. In Sweden and Germany, right-wing movements share the
anti-system rhetoric with the alternative media to make their audiences participate in vo-
ting. In those cases, Immigration-critical alternative media gained a significant reach, and
they coined a German word for the traditional news outlets, “Lügenpresse”, or the Lying
Press [Holt 2018]. These examples across the countries show that politicians and political
movements purposely use alternative media to amplify their message, influencing their
followers to distrust the established media landscape and trust the new form of journa-
lism. Sometimes these alternative media outlets return significant media support to the
politicians. We use the definition cited before [Holt et al. 2019], especially applying the
dimensions of producers and media organizations.

3.2. Toxicity and related metrics
We also detail the contrast between toxicity and other types of hateful online behavior like
online harassment, offensive content, hate speech, and incivility. Not surprisingly, many
recent research efforts have attempted to operationalize the concept of hate speech, and
other overlapping behaviors, by defining them in terms of measurable factors to be able
to identify and counter them. The key challenge for that is that, even in our society, there
is not a unanimously accepted definition of hate speech. So, the strategy to operationalize
hate speech has been usually a data-driven approach in which humans were used for
labeling a predefined set of messages as hate speech or non-hate speech.

A survey [Fortuna and Nunes 2018] noted that these studies used similar, but not
identical, descriptions of what is hateful and how it is different from offensive content. In
its survey, they found that the definition generally covers the presence of some aspects:

1. Hate speech has specific targets;
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2. Hate speech is to incite violence or hate;
3. Hate speech is to attack or diminish;
4. Humour can be used to some degree.

Another effort [Ross et al. 2016] showed that even human annotators provided with hate
speech definitions do not lead to highly reliable corpora, indicating that this task is
difficult even for humans. More recently, the Jigsaw Group launched the Perspective
API [Jigsaw 2017]. This API uses machine learning models to score the perceived impact
a comment might have on a conversation, creating a toxicity index to measure how toxic
a message can be perceived by a user. The concept of toxicity presented has an overlap
with many of the reviewed subdivisions. However, it focuses on the fact that these types
of messages disrupt the online environment, possibly ending the interactions.

For our purposes, the concept of toxic content is the most comprehensive type of
hate that did not include actions that are not as harmful. We used the Perspective API to
measure toxicity.

When we compare our proposed analysis with previous works, we see few articles
attempting to create or use databases of Facebook news comments or post reactions like
we intend to use. One of them [Khan and Chang 2019] built a dataset from Facebook data,
collecting posts from the Amazon Facebook page for five years, using the Graph API. The
authors used different neural networks to predict the number of distinct interactions the
posts would receive. Meanwhile, another research [Kolhatkar and Taboada 2017] created
a dataset focusing on the idea of the constructiveness in news comments, which was
related to constructing a civil dialogue, using deep learning to evaluate the result. After
building the dataset, they examined the relationship between toxicity and constructiveness
using the Perspective API. Another article [de Pelle and Moreira 2017] created a dataset
called OffComBr, which focused on one of the biggest news websites in Brazil, called
G11. Their idea was to create a database that could be used in machine learning, labeling
1,250 comments from the website commenting section.

In all cases, the number of pages, the size of the content analyzed, or the objective
was distinct from ours. Therefore, to the best of our knowledge, there is no previous work
that compared the toxicity inside alternative media, mainstream media, and public figures
Facebook pages in the current context.

3.3. Analysis of posts reactions
Meanwhile, dealing with the post reactions, a few articles were also relevant to our pro-
ject. First, there is an analysis of 21,000 Facebook posts from 15 media pages from four
different countries employed to test the relation of emojis in comments to reaction profiles
of pages [Tian et al. 2017]. Examining approximately 57 million reactions and 8 million
comments, the authors used emoji sentiment scores from previous work to calculate the
message sentiment. They created reaction profiles of the pages using the proportion of
each reaction in all the posts received. After applying clustering algorithms, they con-
clude that Facebook comments and the reactions to posts may work as an indication of
user emotional state and possible attitudes.

From a different perspective, one article deals with the problem of prediction in-
volving reactions, trying to evaluate alternatives for predicting these reactions to posts

1https://g1.globo.com/
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on supermarket chains pages [Moers et al. 2018]. Indeed, their final model was able to
predict the reaction distribution with a Mean Square Error of 0.135, using their dataset of
8,103 posts on the customer service page of 12 US/UK big supermarket chains. In their
analysis, they found a problem in using Facebook like that was initially the only reaction,
with the early results showing that results become increasingly meaningless when inclu-
ding likes due to its large predominance in the data. A similar analysis leads us to remove
the likes in our study too.

Finally, [Basile et al. 2017] also tried to predict results using the data from Face-
book reactions, using them as proxies for predicting news controversy. They say these
controversies are “situations where, even after lengthy interactions, opinions of the invol-
ved participants tend to remain unchanged and become more and more polarized towards
extreme values”. Based on this definition, they hypothesize that a news story has a higher
controversy if it has a large number of reactions divided into two or more of the different
emotions represented, measuring this by the use of the entropy of these reactions. In their
results, they use a simple type of regression to prove the ability to predict the controversy
of a text by using the cited definition. Although they used a small and local dataset, pre-
dominantly with content from Italy, we also used this concept of controversy to compare
the reactions to the toxicity received by posts.

3.4. Political Bias

Finally, previous work in journalism has discussed different kinds of biases pre-
sent in the media, with diverse definitions for media bias and its more specific
forms. Looking at these definitions, we see that some subdivide bias by how it
affects the news articles [D’Alessio and Allen 2000, Mullainathan and Shleifer 2002,
Entman 2007], while others focus on the objectives of the insertion of the biased pers-
pectives [Druckman and Parkin 2005]. As the intention is difficult to measure, it is not
useful, for our purposes, to use a definition that focuses on the objectives of bias. Howe-
ver, to evaluate the diverse ways that news outlets transform the content, we need to
analyze the content produced. We expect that the amount of data examined might inter-
fere with the accuracy of the calculated bias. Processing more information means that it
is more computationally costly.

Because of that, our approach is closer to the work
of [Mullainathan and Shleifer 2002], which tries to quantify the way the content
was altered by defining a type of bias they called editorial slant. This slant is defined as
“the quantity and tone of a newspaper candidate coverage as influenced by its editorial
position”, choosing to investigate the effects on the people who use the different news
outlets in their news diet.

As our main contribution is a new method to calculate political bias, we intro-
duce four studies to be compared with our methodology. First, the Pew Research Cen-
ter [Mitchell 2014] analyzed the audiences from 36 news outlets by interviewing 2,901
people and asking them which media outlets they knew, the ones they read, their ideolo-
gical self-identification, and how much they trust in media. This interview allowed them
to determine how different political biases affected the news perception.

Another research [Budak et al. 2016] employed content analysis to measure the
overall ideological bias of 15 major U.S. news outlets by compiling 803,146 articles pu-
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blished over an entire year. They later classified 10,502 specific political stories using
749 human judges. The overall value was measured using these articles, and the results
showed little divergence in coverage by outlets of different bias, except in scandals.

Like our strategy, [Bakshy et al. 2015] also used Facebook data to calculate the
ideology of 500 websites shared on that social media. They classified 226,000 URLs using
the political affiliations from 10.1 million users that declared their bias from an initial
seven million shared over six months. Their results showed that social media content
could cross ideological lines and reach people from opposite perspectives.

Lastly, [Ribeiro et al. 2018] used the Facebook Marketing API2 to gather data on
the proportion of users inside different sections of the political spectrum, then calculated
a bias score for 20,448 U.S. media outlets. Their result provides a demographic analysis
of the American audience, especially using the division of the users in Very Conservative,
Conservative, Moderate, Liberal, and Very Liberal, to generate the bias metric. However,
their approach cannot be exploited outside of the U.S. because the political leaning of the
page audience is not readily available.

4. Methodology
To execute our intended contributions, we start by finding all the relevant Facebook pages
to analyze in the media ecosystem. We separate these pages into a preliminary dataset
and two versions of an extended dataset, each for a separate analysis.

Our first strategy was exploiting the Marketing API from Facebook to find pages
based on a predetermined list of interests related to politics, based on the same API by
related work [Ribeiro et al. 2018], thus creating the preliminary set. Subsequently, we
created a new approach where we used a snowball process that finds pages based on an
initial list of media pages, searching for new pages related to Facebook interests associ-
ated with the starting ones. These interests are an extensive set of topics that Facebook
infers from the users’ engagement, generally used in the creation and management of ads
on Facebook.

Using this methodology, we created the extended dataset. One previous work that
studied the media division based on political sides was the source for our starting list of
pages [Moretto and Ortellado 2018]. Finally, we used more comprehensive page types to
create our second extended dataset, executing the same steps again. Then, we focused
on analyzing the pages found on each iteration of this snowball process. We contrast the
differences and show how we filtered these pages to reach the final datasets. In total, our
preliminary set found 63 pages, the first version of the extended one was composed of
156, and, finally, the second version encountered 767 pages.

From this result, we divide each case into the three mentioned types. Initially
using categories given by Facebook, we were able to separate pages from public figures.
For media pages, we classify them as mainstream media if they are registered in any
Brazilian official press organizations, like the National Association of Journals (ANJ). If
the media outlet is not registered, we consider it as alternative media.

Our next step is the method to measure political bias and our analysis of the pages’
characterization. In the proposed methodology, we infer the ideological leaning from an

2developers.facebook.com/docs/marketing-apis
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initial group of pages that self-reported their ideology, using one graph created by our
snowball process for finding pages, propagating the political stance to other related pages
using their relationship on Facebook. We then create an affinity score based on one tool
related to the Marketing API called Audience Insights and later use it to compute the
political leaning.

For example, consider two pages, which we will call a and b, associated with
Facebook interests in those pages. When we search the tool using the interest in a, it
presents a list of related pages, which includes b in this example. For all the pages found,
including b, the Audience Insights provides three metrics: Monthly Active People (MAP),
Audience, and Affinity score, shown in Figure 1. In this example, MAP is the size of the
group of monthly active users on page b. The audience counts the active users on page b
also interested on page a. Then, the affinity score given by Facebook measures how likely
a user interested in a is to like page b compared to a random user.

Figura 1. Facebook Audience Insights tool.

However, this affinity score from Facebook has one problem. While the affinity
score allows us to compare related pages found using the same interest in the snowball
process, it is not straightforward to compare pages found by searching different interests
because it is not normalized. We, therefore, propose a new normalized affinity score.
Using this new metric, we construct a graph and, by applying a semi-supervised learning
method, we propagate the ideology to all pages, using the following steps:

1. We calculate our new affinity score For each page found as interest using:

Aa,b = (
Audiencea,b + Audienceb,a

MAPa +MAPb

)

2. We build an undirected weighted graph with pages as nodes and edges established
when one page was found related to the other on the Audience Insights, with edge
weight equal to the complement of affinity: w(u, v) = 1−Au,v;

3. We employ the Floyd-Warshall algorithm [Floyd 1962] to calculate the distance
between all pairs of nodes of the graph;

4. We identify which pages from the 13 selected categories can be confirmed as left-
wing or right-wing and then label accordingly;
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5. We apply one graph-based SSL method to classify the remaining pages as left or
right, using the graph as a parameter;

6. We define the political bias as the likelihood of a page being classified as right-
wing minus the probability of the page being left-wing, giving a value between -1
(left) to 1 (right). As we use cross-validation, we average this bias considering all
folds.

We experiment with some existing graph-based SSL algorithms for step
(5) against a supervised learning baseline. They are classic label propagation
(LP) [Zhou et al. 2003], label propagation with smooth function classes (Smooth
LP) [Zhu et al. 2003], and spectral graph transducer (SGT) [Joachims 2003]. As a base-
line method, we apply the K-nearest neighbors algorithm (KNN) [Cover and Hart 1967]
using only the known part of the graph in supervised learning. We perform 10-fold cross-
validation and report the area under the ROC curve (AUC) for all instances, using this
metric and cross-validation scheme to perform a grid search on the best hyper-parameters.

To better describe the ecosystem of media pages, beyond the bias measure by the
method above, we also assess the toxicity of the posts and comments on the Facebook
pages in our dataset. For that, we use Google Perspective API3, which provides different
models to identify abusive textual content. The toxicity score measures how likely it is for
a comment to be a “rude, disrespectful, or unreasonable comment that is likely to make
people leave a discussion”.

Thus given a text, the models return a probability of that content being toxic or
an attack, which we call their scores. When this text is confusing or misspelled, the
model returns no score, as it does not recognize the text as comments. The API could
not estimate the toxicity score for 8.17% of the posts and 9.13% of the comments in our
dataset. Those texts contained misspelling and very informal writing of those texts. We
evaluate the results from this API using a sample of 2.000 comments manually labeled
by three volunteers. They used this definition, making possible the contrast between the
method and human analysis, which can, for example, indicate the efficacy of separating
toxic content from satire. We find that the Perspective API can be as good as a human.

Lastly, as another characterization of our found pages, we examine the reactions
given to the posts by the users using the Facebook CrowdTangle platform 4 tool. In this
platform, we can access a very large dataset of historical data from Facebook and Insta-
gram with detailed data. As our focus is on Facebook, we only deal with data from that
platform and do not gather data from other available. For each page post, we collected
each of the five possible Facebook reactions (Love, Haha, Wow, Sad and Angry) normali-
zed by their proportion in the total, creating a profile by page. With these profiles, we did
a clustering of page profiles to analyze possible patterns between the political bias and
page types. We used the K-means algorithm for clustering. We evaluate these reactions
ignoring Likes because it is the immense majority of all interactions and also ignoring
Care because it was not available until 2019 [Moers et al. 2018].

3https://www.perspectiveapi.com
4https://www.crowdtangle.com
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5. Results
To find the best learning algorithm to be used in our method for finding political leaning,
we tested four different alternatives and compared them with the four datasets with various
ways of measuring bias. After tuning the hyper-parameters and testing the algorithms, we
chose the Smooth LP with σ equal to 0.55 and the RBF kernel as the SSL algorithm from
step (5) of our political bias method. The best RBF kernel found was not the standard
implementation available on the scikit-learn library but our version that used our affinity
score directly instead of calculating the euclidean distance on it.

Using this result, we find a high correlation of our methodology with most
of them, especially with the ones that also used Facebook data [Ribeiro et al. 2018,
Bakshy et al. 2015], as seen in Figure 2. Figure 3 shows the graph of the found pages
in the snowball process with the political bias divided into three political classes.

(a) [Ribeiro et al. 2018] (b) [Bakshy et al. 2015] (c) [Mitchell 2014]

(d) [Budak et al. 2016]

Figura 2. Comparison of our method to the baseline political leanings.

After calculating the political bias, we further characterize the pages by examining
the age, gender, relationship status, and education of their audiences. In this analysis, we
found that public figures had an older and more male audience, similar to trends pre-
sent on the finding of other works [Moretto and Ortellado 2018], with the addition of an
evaluation of relationships. There was also a mild correlation between ideology and the
self-reported education level, in which pages further to the left had an audience that des-
cribed themselves as more educated. This form of difference in culture and behavior was
also found in other researches [Shi et al. 2017], increasing the evidence of the accuracy
of our method.

Later, we show the results from using the Perspective API to measured the toxicity
of Facebook posts and comments obtained from the pages. We show how both toxic
posts, and comments, are related, comparing how these texts are affected by the pages’
characteristics from where they were collected. We found a series of relevant trends. In
general, comments that reply to other messages are more toxic than the original comment,
and there are more of these toxic texts on pages with more toxic publications, even if the
toxicity of the comments and the post itself were not highly correlated.
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Figura 3. Graph of one dataset of pages with political bias.

Besides that, news media pages received more toxicity than public figures, but
when a post mentions these public figures, we find an increase in the proportion of toxic
messages.

Figure 4a illustrates this difference, showing that it extends to the entire distribu-
tion, with toxicity being statistically lower for public figures. Figure 4b similarly shows
that in terms of the proportion of toxic comments (that is, comments whose toxicity is
higher than 0.8), the averages of the percentage of these comments in publications of pu-
blic figures are lower than that of publications in the media with averages of 9.58% and
16.53%, respectively. Figure 4c presents an indication that the traditional media has a
distribution of the toxicity of the posts with less toxicity, showing that the higher pro-
portion of toxic comments does not come from many posts with toxic text. Among the
media pages, all but one have more than 10% of toxic comments, while half of the pages
of public figures do not show such a level of toxicity in their messages.

(a) Comments toxicity. (b) Toxic comments. (c) Posts toxicity.

Figura 4. Cumulative Distribution Function (CDF) of toxicity in comments and
posts by page type.
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The posts’ reactions, also analyzed, confirm these trends from our toxicity re-
sults. Using the second extended dataset, the examine correlations between the toxicity
and these reactions. We show page reaction profiles that indicated relevant differences
between the pages, with some of them also related to our page type division.

When we look into the relationship between reactions and page types, the statis-
tical significance is not found for the more negative emotions, Angry and Sad. However,
for Haha and Wow, we discovered a relation of the proportion of the reactions that are:
Mainstream Media > Alternative Media > Public Figures, as shown in Figures 5a to 5c.
The exact reversed relationship appears for the Love reaction. This discrepancy between
Haha and Love might indicate that the first of the two might be used as a negative reaction
sometimes.

(a) (b) (c)

Figura 5. Cumulative density Function (CDF) of the reactions proportions grou-
ped by page type

Meanwhile, Figures 6a to 6d shows that for the two more negative responses, posts
from left-wing pages receive significantly more of those reactions than the other political
sides. When we consider only the Angry reaction, we see that the users give statistically
less of it to right-wing pages compared to centrist ones.

(a) (b) (c)

(d)

Figura 6. Cumulative Distribution function (CDF) of the reactions proportions
grouped by political bias.

The same right-leaning pages have, with statistical significance, the posts with the
most of Haha reactions of all three ideologies. Finally, for the Wow reaction, we did not
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find any statistically significant differences.

Lastly, we also used the entropy used in information theory to measure the posts’
controversy, using the reaction percentages. This entropy also showed to have a dependent
relation to the proportion of toxic messages the post receives, similar to the results of
toxicity.

6. Academic and Social Relevance

When we consider the academic relevance of our work, the impact of this dissertation
starts with the two published papers [Guimarães et al. 2020a, Guimarães et al. 2020b],
the first focused on the toxicity analysis, and another one presenting our political bias
method. A third extended paper with more details of our methodology, and more charac-
terizations of the pages found, including the post reactions, is under review to be published
in a journal. Another relevant factor of this work is apparent when evaluating our method
compared to other researches. One of its advantages is its applicability, as it is appropriate
to any country where the Marketing API is available, and it is also more automated than
other strategies. Finally, the characterization of the media ecosystem we did also was able
to bring more transparency to the environment. Moreover, this transparency also becomes
one of the principal social impacts of our work. Using a partnership with Facebook that
gave us access to a platform called Crowdtangle, which has more detailed information on
pages, we created a live visualization of the content generated by the pages we found, on
the left and right, alternative or mainstream media.

Using this methodology and the new platform access, aim at the 2022 Brazilian
Election, we will add a tool to the Eleições sem Fake project. Since 2018, this research
project has the main objective of increasing transparency to the dissemination of content,
whether organic or through ads on social media, trying to help to mitigate the problem of
disinformation. This new system5 will offer an insight into the content that is discussed
by different types of media. Thus we hope to provide an easier way to identify political
bubbles and detect early the narratives from opposing perspectives that are created and
spread on social media.
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