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Abstract. As cloud computing becomes more commonly adopted, a prob-
lem arises concerning storage of large files in the cloud. iRfrastructure
providers, the cost of continuingly acquiring storage degimay be prohibitive,
and, thus, file compression techniques are very prominetitisncontext. File
compression would not only reduce on-demand storage cagtg, would also
reduce transmission bandwidth and storage time. This pap®uates and com-
pares the performance of virtualized cloud machines andtualized machines
regarding file compression.

Resumo. A medida gue a computag em nuvem vem se tornando mais co-
mumente adotada, surge um problema relativo ao armazerntandengrandes
arquivos na nuvem. Para provedores de infraestrutura, dacde contigua-
mente adquirir dispositivos de armazenamento pode sebipikm, tornando
tecnicas de compreds de arquivos mais proeminente neste contexto. Com-
pressio de arquivos &o somente reduziria custos de armazenamento sob de-
manda, mas taném reduziria a utilizago da largura de banda da rede e tempo
de armazenamento. Este artigo avalia e compara o desempmnh@quinas
virtuais na nuvem e éguinas @o-virtualizadas considerando a comprassie
arquivos.
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1. Introduction

Cloud Computing is a paradigm that has been developed ovea#itéguv decades, which
combines different technologies, such as grid, clusteritity computing as well as
virtualization [Velte et al., 2010, Chee and Franklin Jr, 200Cloud computing usually
adopts a pay-as-you-go mechanism, in the sense that thevillsenly pay for the ef-
fective amount of utilized resources. Additionally, suchaaadigm commonly offers a
simpler way to manage a company infrastructure by allowligmts to focus on business
services rather than investing time and money on buildingraptex physical infras-
tructure. Indeed, with the pay-as-you-go mechanism, umersiot concerned with the
infrastructure maintenance, for instance, hardware aton and upgrades. Cloud ser-
vice providers also establish guarantees on their sergiegd, which include refunds in
case of failure. [Hugos and Hulitzky, 2010, Chorafas and ¢igar2011].

Lossless File compression is a technique that groups filas erchive, adopting
a dictionary to substitute recurrent terms by a smaller tAg.a consequence, storage



requirements are reduced. To recover the original filedjlgharchiver (tool for compres-
sion and uncompression) replaces the tags by the assopiatadof data, recreating the
original structure [Ozsoy and Swany, 2011].

Recently, some papers have studied file compression in clooh- ¢
puting [Ozsoy and Swany, 2011, Miyamoto et al., 2009, Kramd Calder, 2001,
Hovestadt et al., 2011], but not specifically in the conteikiperformance evaluation.
Such an evaluation is important to understand whether fitepression is feasible for
cloud computing or not.

Performance evaluation of computational systems cornisistset of measure and
modeling-based techniques to reason about a system etfycieasentially, performance
measurement involves monitoring a system while it is undeoekload. The workload
can either be real or synthetic, in which the last is simpesitnulate specific utilization
conditions [Lilja, D.J., 2005].

This paper presents a study regarding performance ewahuattiossless file com-
pression in the cloud. Experiments are conducted usingl¥utca platform in order to
allow the comparison of cloud virtual machines and unviragal machines (i.e., physical
machines) using a workload for the file compression. Thiskvadso considers distinct
virtual machine types to analyze the respective behavitwsnever file compression is
adopted.

This paper is organized as follows. Section 2 presents selaed works. Section
3 introduces some basic concepts to better understand this Bection 4 depicts the
adopted methodology for performance evaluation. Sectnesents experimental results
and section 6 concludes this work.

2. Related Works

In the last years, some experiments have been conductedatoagy the perfor-
mance of cloud computing infrastructures. In [losup et2010], the authors evalu-
ated the performance of different public cloud providers@ihg a specific benchmark.
[Ostermann et al., 2010] also present a performance ei@tuat cloud infrastructures,
focusing on Amazon Elastic Cloud Computing Platform.

Other papers devoted attention to storage resources comggyublic and pri-
vate clouds for scientific application. In [Shafer, J., ZDXBe Eucalyptus Platform is
tested assuming a variety of configurations to determinsuiability for applications
with high I/O performance requirements, such as the HadoapRé&duce framework for
data-intensive computing. In [Ghoshal et al., ], the awgtlemaluate 1/0 performance us-
ing IOR benchmarks, which is a set of tools for understandnegl/O performance of
high-performance parallel file systems.

[He et al., 2010] provide a theoretical basis for prototyaed topology analysis
for cloud storage. Cloud storage is related to storage i@t can be utilized by users
in a cloud environment. However, the authors do not intredueans to reduce network
utilization and storage needs, such as compression anglisation.

[Miyamoto et al., 2009] present an architecture to improggvork performance
in cloud computing. Although this paper does not descril@eciimpression as a storage
functionality, it shows that some services, such as dataigcfirewall and protocol opti-
mization, have to be adapted to the cloud infrastructureaRi®gg storage, file compres-
sion is a useful method to reduce storage issues in the c[@akoy and Swany, 2011]
suggest that, due to negative performance effects, file cegajn is usually neglected



and proposes CUDA (Compute Unified Device Architecture) in GRyaphics process-
ing units) as a mean to reduce these effects, due to its higligdgprocessing capabilities.
[Hovestadt et al., 2011] discuss the throughput reductearsed by shared 1/0O in Clouds.
Moreover, they developed an adaptive file compression selteroptimize 1/0O perfor-
mance.

Different from previous works, this paper presents a stedyrding performance
evaluation of file compression in the cloud, comparing \lized and unvirtualized ma-
chines through representative workloads.

3. Preliminaries

This section introduces important concepts and backgrdanoetter understand this
work.

3.1. Eucalyptus Platform

Eucalytpus is an open-source cloud computing platformahaitvs the creation of private
clusters in enterprise datacenters [Amazon Web Servi®d4,)2 Eucalyptus provides
API compatibility with the most popular commercial cloudngouting infrastructure,

namely, Amazon Web Services (AWS), and it allows managenuats to be adopted

in both environments. Eucalyptus is designed for comgayitsicross a broad spectrum
of Linux distributions (e.g., Ubuntu, RHEL, OpenSUSE) andualization hypervisors

(e.g., KVM, Xen), which are responsible for virtualizatigself. This work adopts such
a platform, since the respective source code is availallétsarchitecture facilitates the
measurement of prominent aspects common to many clouapiaf
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Figure 1: Eucalyptus Platform



Figure 1 depicts the Eucalyptus architecture. More spedific Eu-
calyptus is composed of 5 major components that interacougir webser-
vice interfaces [D, J. and Murari, K. and Raju, M. and RB, S. antkGmatr, Y., 2010,
Nurmi et al., 2009].

Cloud Controller (CLC) - CLC is the entry-point into the cloud for users and
administrators. It queries node managers for informathmyuaresources, performs high-
level scheduling decisions, and makes requests to clustgrotiers.

Cluster Controller (CC) - CC acts as a gateway between the CLC and individual
nodes in the data center. This component collects infoonatbout schedules and execu-
tions of virtual machines (VM) on node controllers, as wallitamanages the respective
virtual network.

Node Controller (NC) - NC contains a pool of physical computers that pro-
vide computational resources. Each machine contains a ooxigoller service that
is responsible for controling the execution, inspectiomg &ermination of virtual ma-
chine (VM) instances. This component also configures theetwgor and host OS as
requested by CC [D, J. and Murari, K. and Raju, M. and RB, S. and@irar, Y., 2010,
Nurmi et al., 2009].

Storage Controller (SC)- SC is a put/get storage service that implements Ama-
zon’s S3 interface, providing a mechanism for storing armkasing virtual machine im-
ages and user data.

Eucalyptus platform supports 5 different virtual machineVMj
types. Their respective default characteristics are ptede in Ta-
ble 1 [D, J. and Murari, K. and Raju, M. and RB, S. and Girikumar29.10,
Nurmi et al., 2009], in which the rows represent virtual maeh(VM) types and
columns denote the associated resources.

Eucalyptus also offer the possibility of changing the chtastics of those virtual
machine types, in order to offer suitability for difereniecits. The instantiation of Vitrual
Machines (VMs) are requested through the Cloud Controller (Cis@ich is responsible
for gathering the resources and managing the instance.

Table 1: Virtual Machine Instances Types

VM type | CPU (Core)| Memory (MB) || Disk (GB)
ml.small 1 192 2
cl.medium 1 256 5
m1l.large 2 512 10
m1l.xlarge 2 1024 20
cl.xlarge 4 2048 20

3.2. Lossless File Compression

Lossless File compression is a technique that mainly sdaraledundant pieces of data
in a file and creates a dictionary associating each redumuece of data with a tag (i.e.,
a smaller value), which replaces the original data, in aangbt to reduce the file size. Al-
gorithms like LZMA (Lempel-Ziv-Markov chain algorithm) &tZ77 (lossless data com-



pression algorithm published in 1977) are usually adoptellaindle these dictionaries.
To uncompress, the file archiver needs to replace the datyaags found in a file and by
its original piece of data [Krintz and Calder, 2001]. 7-zipltéwhich utilizes the LZMA
algorithm) is very well-known for its interesting compressratios [Pavlov, 2012].

When applying Lossless file compression techniques in Cloudpdtng, for
instance, the users would pay half the price to store the sdaesewhen the adopted
technique achieves a 50% compression ratio. Whenever theaggeres to archive new
files or recover some previously stored, the platform woully taunch a virtual machine
to uncompress the specified file and transfer it to the dedestination.

4. Performance Evaluation Methodology

This section presents the adopted methodology for perfocma&valuation concerning
the Eucalyptus platform and compression techniques. Oemeial aspects concerning
performance evaluation are presented. Specific tools amthital details regarding the
experiments are only explained in the next section. Figusb®vs the activity diagram

of the methodology.
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Figure 2: Methodology

The methodology consists of five activities, which are systederstanding, mea-
surement planning, measurement, statistical treatmehaaalysis of performance met-
rics. The methodology’s first activity concerns understagdhe system, its components,
their interfaces and interactions. This activity shouloMile the set of metrics that should
be evaluated. In this work, we are concerned with procedsiaration, total delay time
[Hovestadt et al., 2011] and system efficiency.

The second activity results in a document that describesthewneasurement
should be performed, the tools calibration, the frequerfayata collection and how to
store the measured data (presented further in this work).

The measurement activity consists of five steps, which wetenaated by bash
[Stallman, 2012] scripts. (see Figure 3).

The first step instantiates the virtual machines. The sesteyw starts the per-
formance monitoring tool MPstat [Godard, S., 2004]. Thedistep configures the 7-zip
compression tool on virtual machines. The fourth step escthe compression tool
based on the adopted workload. Then, the platform ternsrthtevirtual machines. Fi-
nally, report files with the measured data are created, amansasurement process is
restarted.

In the measurement activity, the monitoring tools are sthitefore the compres-
sion tool. When the compression tool ends, the monitoringi$ambosed in order to create
the report files.

The fifth activity applies statistical methods in measurathdo provide informa-
tion about the evaluated system.The final result is the meghdnd standard deviation
(op) of initially defined metrics.
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5. Experimental Results

This section presents the technical details regardingdbptad experiments and the re-
spective results obtained from it.

This work adopts an architecture based on Figure 1 (i.e.algptus Architec-
ture), taking into account 1 main controller (combinatidrcluster, cloud and storage
controllers) and 4 node controllers. These 5 machines hasame configuration: Intél
Core'™2 Duo CPU E6550 2.33GHz, 2GB DDR2 RAM, 160 GB Hard Disk and 100MB
ethernet interface.

We have adopted 7-zip tool to create the workload, as it ®ffegood compres-
sion ratio. Additionally, scripts were utilized to repebetprocess of workload in order
to automate the workload and data gathering. Table 2 defhiet&/M types used by
Eucalyptus (considering the architecture mentioned ghovieereas Table 3 depicts the
adopted scenarios, which represent different cloud dememacerning file compression.
Scenario 5 represents an unvirtualized physical machiité {he same configuration of
the previously mentioned architecture).

Table 2: VM types

VM type | Processor cores MB RAM || GB Storage| Max machines
ml.small 1 512 10 8
cl.medium 1 1024 10 4
ml.large 2 1024 10 4
ml.xlarge 2 1536 10 4
Table 3: Scenarios
Scenario| VM type | Physical Machines neededUsed Machines
1 ml.small 5 8 (virtual)
2 cl.medium 5 4 (virtual)
3 ml.large 5 4 (virtual)
4 m1l.xlarge 5 4 (virtual)
5 - 1 1 (physical)




In Table 3, Physical Machines Needed represent the numlipdnysical machines
necessary to proceed with the experiments. For scenadoghis value is equal to the
number of machines that composed the cloud. In scenari@¥ale is one (hence only
one machine is needed).

For the compression tool execution, 5 files were randomlyegerd using a C
program and respectively had the following sizes: 200 hy6kilobytes, 2 megabytes,
191 megabytes and 763 megabytes (in a total of approxim@s&ynegabytes).

Basically, 7-zip offers 10 gradual levels of compressio®)@vhere O represents
no compression and 9 represents maximum compression. Imeimimary test using
levels 1,3,5,7 and 9, levels 1 and 3 were approximately 7G¥eifahan levels 5,7 and 9,
but, for all levels, the archive total size was approxima813MB, considering the files
described above.

The fourth step of the measurement activity was executedllasvk: each execu-
tion had a level 1 compression followed by further uncomgimes level 3 compression
and further uncompression. The time spent in the executas measured and will be
further treated as execution time.

Figure 4 shows the execution time of all scenarios and Fi§uwlepicts proces-
sor utilization which was estimated using mpstat, a smaltyufor unix-like operating
systems that details CPU statistics. In both figures, thezbotal axis represents the
scenarios.
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Figure 4: Execution Time

In Figure 4, lower values represent the best results. Inchég, Scenario 5 (un-
virtualized machine) is the best. The virtual machines henather hand, had a relatively
bad performance compared to scenario 5 (60% to 120% longeugan time). Greater
processor utilization mean a lesser idle processor tinpeesenting a worthier scenario.
In this case, scenarios 1 and 2 behaved better than sce@atiand 5.

To better assess scenarios 1 to 5, considering both metsesiftion time and
utilization) we conceived a metric that takes in considerahumber of executions in
a defined time, amount of execution (machines) run simuttaslg and the number of
physical machines needed for the structure. Equation 1 sed 10 measure the benefit
of each one of the scenarios.

A X smr

B=—-— (1)

pmn
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Figure 5: Processor Utilization

Where\ represents the amount of executions in a defined time for crahime.
For this work, the time used was 1 houtnr represents the number of simultaneously
machines running, which is depicted in 3 as used machine=n, Kix smr shows the total
number of executions in a defined time for all machines of saelnariopmn represents
the number of physical machines needed for each scenadapicted in 3.

Table 4 depicts the approximate values found¥and\ x sm for each scenario.
Note: \ is based on experimental results of execution time.

Table 4: Scenarios considering 50 NCs

Scenario|| A A X smr

1 3.611| 28.888

3.939|| 15.756

4.409| 17.636

2
3
4 4.962| 19.848
5 7.782| 7.782

The best scenario is the one with the better benefit. Figuge$&ents for all
scenarios.

As it is possible to see in Figure 6, scenario 5 is the besboptlosely followed
by scenario 1. Table 5 shows theoretical valuesstar andpmn, when using 50 node
controllers instead of 4. Note that.r andpmn do not change for scenario 5, hence there
IS no virtualization.

Figure 7 depicts the new values gfcalculated by the values in Table 5. Itis
important to notice that the the values)oére kept.

When comparing scenario 1 in figures 6 and 7, it is possible tizena raise in
benefit. The reason is thg™ ratio, which changes frors/5 = 1.6 to 100/51 ~ 1.96.

This means that, as is kept as a constant for each scenario, the biggeg—fn@ﬁeratio is,
the better the scenario.

In other words, for each scenario, as the cloud infrastrecgmows larger, the
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Table 5: Scenarios considering 50 NCs

Scenario| smr || pmn

1 100 | 51

2 50 51

3 50 51

4 50 51

5 1 1
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Figure 7: Benefit (50 NCs)

benefit level raises when the resources are fully used. Taé@mthat, in some scenarios,
cloud performance can be equated to a unvirtualized physiaahine. It is important to
notice that cloud computing also offers scalability, thegucing costs.

6. Conclusions and Future Works

This work presented a performance evaluation comparis@hoafd Virtual Machines and
Unvirtualized Machines regarding compression.



Experimental results demonstrate that the performancdeo€dimpression may
not be considerably affected in cloud infrastructures, nvbempared to unvirtualized
machines. The adopted workload demonstrate that beneéiiygauproves whenever the
number of virtual machines in a node controller is increased

As a future work, we intend to evaluate other cloud platforeush as Amazon
Elastic Computing Cloud, and, also, to contemplate otheriosgetsuch as cost savings
due to the file compression.
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