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Resumo. A Internet foi muito ém de um artefato tecrmdico, passando a
ser um instrumento crescente de intéracsocial. Essas interégs §0 usu-
almente complexas e tieis de analisar automaticamente, demandando o de-
senvolvimento de novagdnicas de minerap de dados que se adaptem
peculiaridades dos cémios de aplicaéo. Por sua vez, essas novasricasa
semelhanca de outraganicas de minerap de dados,®0 intensivas em termos
de computa@o e de entrada e $da, motivando a pesquisa e o desenvolvimento
de novos paradigmas, ambientes de progra@oag algoritmos paralelos que
executem essas tarefas com escalabilidade €grfi@. Os resultados descritos
no artigo apontam &o apenas a pertincia do desenvolvimento dessas novas
técnicas, como tan@m a sua paralelizap. Mais ainda, permitem identificar
trés grupos de desafios de pesquisa eém€la da Computaip, assim como as
suas demandas mais relevantes.

1. Contexto

Um dos aspectos mais interessantes da Internet & que ela tem, de forma crescente, re-
presentado mais do que o artefato tecnolégico em si para que foi concebida. O uso da
Internet ndo so retirou barreiras fisicas inerentes as formas de interacao que ja existiam,
como também habilitou o aparecimento de novas formas de interacao social, muitas vezes
complexas e inéditas. Por outro lado, tarefas como extracao automatizada de informacao,
caracterizacao da natureza da interacao e deteccao de tendéncias sao ainda problemas em
aberto, seja pela complexidade da propria tarefa, seja pelo volume de dados, seja pela
sua evolucao constante. Este artigo discute essas demandas e apresenta algumas solugcdes
baseadas em técnicas de mineracao de dados, as quais, para satisfazerem requisitos de
escalabilidade e eficiéncia, exploram a computacao paralela e distribuida.

Mineracdo de dados, de acordo com uma definicho comumente adotada, & a
extracao automatizada ou semi-automatizada de padroes interessantes a partir de gran-
des bases de dados. A definicao de quais padroes sao interessantes é subjetiva e depende
da tarefa sendo realizada e do analista que avalia os padroes sendo minerados. Na pratica,
mineracao de dados & um conjunto de técnicas desenvolvidas ao longo de varias décadas
em varias areas do conhecimento como Estatistica, Inteligéncia Artificial e Recuperacao
de Informacao. Além dos avancos em termos de técnicas, a capilarizacao dos recursos
de tecnologia da informacgao e a maior capacidade de processamento e armazenamento de
plataformas computacionais modernas estao entre os principais fatores para o crescimento
da area de Mineracao de Dados como um todo.

*Este tabalho foi parcialmente financiado por CNPq, Fapemig e Finep.
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Entretanto, podemos identificar varias demandas de infonas8ociadas a
aplicacdes Internet onde técnicas tradicionais estao aquém dessas demandas. Em particu-
lar, duas caracteristicas destas demandas se mostram como grandes desafios. A primeira
caracteristica & a natureza dos padroes a serem minerados, que nao apenas Sao mais com-
plexos, mas sua determinacao tem, em geral, maior custo computacional. No caso de
aplicacdes Internet, o fato dos padrdes refletirem interagdes sociais e a evolu¢ao implicita
desses padrdes sao desafios claros. O segundo problema é relacionado a escalabilidade
das técnicas, uma vez que muitas delas ja possuem uma complexidade exponencial para
padrdes mais simples, e o custo tende a aumentar para padroes mais complexos. A seguir
discutimos quatro cenarios de aplicacdes Internet e algumas das técnicas de mineragao de
dados que vém sendo desenvolvidas nesses contextos.

Um dos exemplos mais simples e poderosos da Internet como instrumento de
interacao social sdo as mensagens eletronieanaflg. Apesar de ser um modelo
transposto do mundo real, essas mensagens basicamente mudaram fundamentalmente as
interacdes entre organizagOes e pessoas, impondo uma agilidade de comunicacao sem
precedentes, a0 mesmo tempo que permitem uma reducao de custos significativa. Por
outro lado, a facilidade de envio de mensagens permitiu o surgimento de uma das grandes
ameacas ao uso da Internet como canal de comunicacao: as mensagens nao solicitadas ou
spams. Avaliagcdes recentes indicam que uma fracao significativa das mensagens que hoje
trafegam na Internet sao nao solicitadas. As finalidades dessas mensagens sao as mais va-
riadas, desde divulgagao comercial até disseminacao de programas maliciosos, passando
por lendas urbanas. A deteccao dessas mensagens se mostra um desafio ndo apenas em
razao do seu volume, que ja & grande e continua crescendo, mas também pela mudanca
continua das estratégias usadas psfmmmersde forma a contornar 0s mecanismos
de deteccao existentes. A exploracao de técnicas de mineracao de dados para o enten-
dimento da natureza dapamse o0 desenvolvimento de mecanismos mais eficazes de
deteccao & a nossa perspectiva de atuacao. Um grande nimero de técnicas para detec¢cao
dessas mensagens tém sido propostas, incluindo técnicas de mineragao de dados [6, 9].
A nossa abordagem se baseia em considerar evidéncias heterogéneas e combina-las de
forma mais efetiva para detectar essas mensagens. Resultados preliminares desta aborda-
gem sao muito promissores [31, 30] e discutidos neste artigo juntamente com resultados
mais recentes.

Outro exemplo de aplicagcao da Internet de grande impacto sao as bibliotecas di-
gitais, que também exploraram a facilidade de acesso provida pela Internet. A construcao
de bibliotecas digitais foi uma das aplicacdes iniciais da World Wide Web e desde
entao 0s mecanismos e algoritmos associados a estas bibliotecas vém constantemente se
aperfeicoando. Da mesma forma, podemos observar uma crescente populagao de usuarios
e um contetdo cada vez mais diverso e com maior cobertura temporal, tendo em vista nao
apenas a incorporacao de novos documentos, mas também a digitalizacao de documentos
mais antigos. Cabe ressaltar que a crescente digitalizacao de documentos de toda ordem
criou um acervo gigantesco de documentos, no qual a sua recuperagao se mostra uma ta-
refa dificil. O desenvolvimento de técnicas efetivas de classificacao automatica de textos
ainda &€ uma demanda, apesar de décadas de pesquisa no assunto [2]. Trabalhos anteri-
ores dos quais participamos aplicaram com sucesso técnicas de mineracao de dados no
contexto de recuperacao da informacao [24]. Entretanto, esse crescimento abrupto das
bibliotecas digitais trouxe varios desafios. Um primeiro desafio & a extracao de carac-
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teristicas a partir dos documentos, como por exemplo a idegéficde elementos como
autores e referéncias bibliograficas, as quais sao elementos fundamentais para, entre ou-
tras finalidades, analisar a relevancia e significancia dos documentos. Um segundo desafio
é a classificacao automatica de documentos, que & fundamental para a sua localizacao e
contextualizacao, auxiliando usuarios a determinar documentos que sejam mais adequa-
dos a suas demandas. Um desafio maior ainda & como as informag¢des fundamentais para
a extracao e a classificagao evoluem ao longo do tempo, e, mais ainda, como desenvolver
mecanismos que sejam adaptativos a essa evolucao. Neste artigo enfocamos a questao
de classificacao de textos, onde temos por objetivo gerar classificadores que sejam capa-
zes de lidar com mudltiplas evidéncias e critérios de relevancia, enquanto mantém a sua
eficiéncia computacional. Até o momento, os resultados obtidos [28, 30, 29] indicam que

a nossa estratégia supera o estado-da-arte em termos de precisao, como discutido neste
artigo.

Um outro exemplo de aplicacao da Internet de grande impacto na sociedade € o
comeércio eletrbnico, que no nosso contexto & o conjunto de ferramentas e tecnologias que
suportam a realizacao de transacdes comerciais na Internet. A implementacao de servicos
de comércio eletrdonico coloca varias demandas em termos de correcao das transacoes,
escalabilidade, seguranca das informacdes e robustez, as quais vém sendo gradativamente
contempladas por varios tipos de desenvolvimento tecnoldgico. Mas a natureza dos recur-
sos de interagao e a mudanca do ambiente onde ocorrem as transacdes comerciais levam
a alteracdes significativas no perfil de comportamento dos clientes e como eles interagem
com o sistema e com outros participantes. Um cenario onde essas alteracdes sao claras
sao os mecanismos de precificacao dinamica, como leildes e pregdes. Esses mecanismos
ja sao extremamente populares e trazem uma série de desafios do ponto de vista de pes-
quisa em Ciéncia da Computacao. Um desafio em particular & entender o que influencia o
comportamento dos clientes e, portanto, o resultado da negociacao dinamica. Entretanto,
ainda nao esta claro o que determina o sucesso ou nao de uma venda por preco dinamico,
e quanto da dinamica do processo esta associada a razdes de impulso de compra. Di-
versas técnicas de mineracao de dados tém sido aplicadas ao contexto de caracterizacao
do comportamento dos usuarios [16], mas a correlacao entre a resposta do usuario e do
sistema nao foi realmente estudada. A aplicacao de técnicas de mineracao de dados a
outras modalidades de comércio eletrdbnico, como compras governamentais através da In-
ternet [13], ja demonstrou a viabilidade e impacto do uso destas técnicas. Entretanto, os
padrdes ainda sao simples se considerarmos o nivel de detalhamento dos dados e o poten-
cial de informac0es interessantes que podemos obter. Um conceito que introduzimos para
esse tipo de analise & a reatividade, ou seja, a criacao de modelos a serem minerados que
expressam a interdependéncia entre o comportamento dos usuarios e dos sistemas. Este
conceito ja foi explorado no contexto de desempenho de servigcos Web [22, 23] e temos
trabalhado no sentido de estendé-lo no contexto de comeércio eletronico [21], conforme
vamos discutir.

Finalmente, um Gltimo exemplo de aplicacdo que mimetiza a propria sociedade e
suas relagdes sao as comunidades virtuais, neste caso implementadas através de sitios de
relacionamento. As comunidades virtuais sao um dos grandes fendmenos da Internet nos
altimos anos. Além da relevancia intrinseca de tal aplicacao, essas comunidades também
sao uma rica fonte a respeito de relacionamentos e demandas por informacao e lazer dos
usuarios. Nestes sitios as pessoas podem indicar explicitamente o seu relacionamento com
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outras pessoas “virtuais”e qualifica-lo. Mais ainda, elas podear a cabo discussdes

sobre 0s mais diversos assuntos, em geral com alta influéncia de eventos proximos tempo-
ralmente e com algum nivel de relacionamento aos assuntos de interesse dos participantes.
Alguns desafios associados a essas comunidades virtuais sao a localizacao de informacodes
relevantes a um assunto, assim como a sua natureza, por exemplo, critica, apoio, insumo
etc. Do ponto de vista de mineragao de dados, a complexidade dos padroes a serem mi-
nerados, ou seja, os relacionamentos e os fatores que os explicam, herda a complexidade
das proprias redes sociais, isto &€, um conjunto de dados heterogéneo e multi-relacional
tipicamente representado por um grafo [25]. A mineracao de grafos e sub-grafos carac-
teristicos dessas redes &€ uma tarefa desafiadora [36]. Neste artigo discutimos a mineracao
de relacionamentos [19], informacado que pode ser (til para tarefas como resolugao de
entidades [3], deteccao de grupos [17] e classificacao de objetos. O cenario de aplicacao
destas técnicas sao servicos Internet como Orkut, UolK e Myspace.

Em todos estes cenarios temos algumas caracteristicas que sao comuns a essas
aplicacdes. A primeira delas & o carater evolutivo, onde os componentes evoluem com
o tempo e os padrdes minerados em um momento podem nao ser validos em outros ins-
tantes no tempo. A segunda caracteristica & a dificuldade da extracao e sistematizacao de
informacdes em cada um dos cenarios. Finalmente, o grande e crescente volume de dados
exige técnicas e algoritmos que sejam escalaveis e eficientes. A utilizacao de plataformas
paralelas se mostra como um caminho interessante para a escalabilidade, mas ainda per-
siste o desafio da eficiéncia. A plataforma Anthill [11] permite explorar as varias oportu-
nidades de paralelismo da aplicacao, abstraindo de detalhes de mapeamento e deixando
essas decisOes para tempo de execu¢ao, conforme discutido na Secao 3.1. A utilizagao
da Anthill permitiu a paralelizacao de algoritmos complexos que apresespaedups
lineares ou quase lineares [32, 10].

Em suma, este artigo versa sobre a construcao de sistemas de mineracao de da-
dos escalaveis e eficientes para um conjunto de aplicagdes extremamente dinamico, com
perfis de uso diversificados e que compreende enormes volumes de dados. A escolha
da aplicacao mineracao de dados (e ferramentas de inteligéncia em geral) aconteceu em
virtude de alguns fatores. O primeiro deles € a relevancia e a demanda que existe atu-
almente por essas técnicas e tecnologias, tendo em vista uma quantidade crescente de
dados sendo armazenada nas varias organizacdes e a expectativa que o conhecimento
embutido em tais dados possa ser utilizado de forma produtiva. O segundo fator € o
desafio técnico representado pelas técnicas em si e a obtencao de solucdes escalaveis e
eficientes, seja pela necessidade de manipulacao de grandes volumes de dados, seja pelo
perfil de execucao tipicamente irregular e dinamico dessas aplica¢des, exigindo técnicas
e estratégias de paralelizacdo que mascarem essas dificuldades. Finalmente, as carac-
teristicas dessas aplicacdes, sua complexidade, sua irregularidade e o volume de dados
a ser tratado demandam o desenvolvimento de novos mecanismos de suporte a execucao
das aplicacfes. Embora o nosso foco seja em midias textuais, os desafios encontrados sao
aplicaveis, em intensidade até maior, a outras midias como audio, imagens e video.

2. Mineracao de Padibes Complexos

Conforme discutido, a mineragao de padrdoes complexos surge como uma conseqiiéncia
natural da complexidade das aplicacOes e das relacdes que elas materializam. Para que
possamos discutir em mais profundidade os desafios inerentes a mineracao de padrdes

2058



Anaiz do XXVIl Congresso da SBC 30 de junho a 06 de julho de 2007
SBC 200 SEMISH « XXXIV Seminario Integrado de Software e Hardware Rio de Janeiro, R

complexos, vamos enfatizar o problema de classificacao destegtee no caso das
aplicacdes discutidas, se torna um desafio pela propria ambiguidade da linguagem. Mais
ainda, os avancos da area de recuperacao de informacao textual antecipam os desafios
a serem superados em outras midias, com a ressalva que os desafios que vamos discutir
aqui também se aplicam a esses outros contextos. Desta forma, apresentamos as peculi-
aridades da tarefa de classificacao de textos e como essas peculiaridades se manifestam
em outros cenarios.

Como mencionado, a medida que a quantidade de informacao disponivel na Inter-
net e intranets organizacionais aumenta, cresce o interesse por ferramentas que auxiliem
as pessoas a encontrar, filtrar e gerir informacao. Nessa direcao, classificar documen-
tos com base em seu contetdo & uma boa pratica, pois facilita a busca pela informacao
desejada. Classificacao de textos é a tarefa de classificar documentos com base em seu
contetdo a fim de associa-los a um ou mais assuntos (classes) pré-definidos. Historica-
mente, em funcao da introducao de documentos digitais, a automacgao dessa tarefa tem
sido tratada como um ramo importante de pesquisa. A partir dos anos 60, uma lista de
sucessos e de problemas foi reportada na literatura sobre o tema e, muito embora o entusi-
asmo sobre classificacao tenha enfraquecido em determinada época, o rapido crescimento
da Web fez reviver o interesse por classificacao automatica de textos [4].

Tipicamente, apenas uma pequena fracao dos muitos documentos disponiveis nos
varios contextos (bibliotecas digitais, emails, redes sociais) €& relevante para um dado
usuario. Se nao soubermos o carater do contetdo de cada documento, & muito dificil
formular buscas efetivas para analisar e extrair informacdes Uteis de uma base de dados.
Usuarios necessitam de ferramentas para comparar documentos diferentes, ordena-los de
acordo com sua importancia, e achar padroes ou tendéncias entre os diversos documentos.
Dessa forma, a mineracao de texto [7] tem se tornado cada vez mais um tema popular e
de grande relevancia, tornando-se um topico de grande interesse na area de Recuperacao
de Informacao [15].

Além disso, a classificagao automatica de documentos tem aplica¢cdes em diversas
areas do conhecimento. Ela tem sido usada em assinalamento automatico de rotulos a
documentos, construcao de diretorios de topicos, identificacao do estilo de escrita dos
documentos, filtragem de SPAMs e de paginas Web com contetido adulto e deteccao
de plagio. Alguns cenarios de utilizagdo dessa técnica incluem ainda a construgao de
diretorios online na Web e bibliotecas digitais [8], melhorando a precisao da busca nesses
ambientes, e até mesmo ajudando os usuarios a interagir com maquinas de busca [27].

Devido a crescente relevancia da classificagao de documentos, diferentes técnicas
e abordagens sao exploradas. O conceito de aprendizado de maquinas & a base de muitas
estratégias recentes de classificacao de documentos. Nessa abordagem, os algoritmos sao
induzidos a “aprender” padroes com base no contetdo de documentos previamente clas-
sificados, 0 que chamamos de fase de treinamento. Dessa forma, ao introduzir um novo
documento de teste cuja classe & desconhecida, os padrdes previamente “aprendidos” sao
usados, na expectativa de que seja possivel deduzir corretamente a classe correspondente
do documento sendo testado.

Encontramos varias técnicas que incorporam o conceito de aprendizado de
maquinas, como modelos baseados em arvores de decisdao, modelos probabilisticos e
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vetoriais. Assim, essas abordagens incluem a classificaciéeatde métodos como
nearest-neighbof18], métodos de selecao de atributos, classificagcdo Bayesiana [20] que
€ uma modelagem probabilistica mais simpdegport vector maching$4] que consiste

em um modelo vetorial mais complexo, e classificacao baseada em associacao [12, 35].

Grande parte dessas técnicas sao aplicadas a cenarios estaticos que nao conside-
ram a evolugcao temporal das cole¢cdes de documentos nem o contexto em que eles estao
inseridos. Entretanto, ao longo do tempo, novas informacdes sao criadas, novos termos
sao gerados, novas areas surgem e grandes areas sao divididas em subareas mais especi-
alizadas. O vocabulario de cada area evolui e se sobrepde com o vocabulario de outras
areas, distorcendo as diferencas entre elas que antes eram Uteis para conseguir distingui-
las. A seguir discutimos trés aspectos inerentes a estes modelos: qualidade dos modelos,
natureza dos dados e a necessidade de evolucao de modelos e dados.

Um aspecto importante da qualidade dos modelos & a sua efetividade em termos
de métricas como precisdo. Uma estratégia frequentemente utilizada para a construcao de
modelos de mineracao de dados, em particular classificadores & o emprego de modelos
monoliticos, isto &€, modelos que independem dos parametros da tarefa sendo realizada.
Exemplos de tais modelos sao arvores de decisao e modelos probabilisticos como redes
bayesianas. No contexto das aplica¢des Internet aqui discutidas, os modelos monoliticos
tendem a ser pouco efetivos por duas razoes: alta dimensionalidade dos dados e limitagdes
dos modelos. Para facilitar a discussao vamos fazé-la a luz do problema de detec¢ao de
spams, que pode ser facilmente generalizado para as outras aplicacoes.

Considerando que cada dimensao € uma palavra que ocorre em uma mensagem (ao
gue denominaremos genericamente termo), a dimensionalidade do problema & muito alta
e afeta a efetividade dos modelos, uma vez que diferengas pequenas no espaco de busca
tém que gerar saidas significativamente diferentes no modelo. Com relacao as limitacdes
do modelo, a classificacao pode ser vista como um particionamento do espaco de dados
do problema, onde buscamos determinar particbes homogéneas em termos das classes ali
representadas. Neste caso, o0 modelo de classificacao define o “formato”da particao que
é representavel, o que pode limitar significativamente os modelos gerados e portanto o
desempenho do classificador.

Uma solucao neste caso & gerar modelos locais, ou seja, modelos induzidos pela
tarefa de classificacao sendo realizada. A vantagem neste caso &€ que o modelo & mais
focado e por isso mais preciso. No contexto de mensagens eletrdnicas, isto significa que
termos que nao ocorrem na mensagem a ser classificada nao sao usados. Por outro lado,
o custo de geracao destes modelos locais, se for alto, torna essa abordagem inviavel.
A nossa proposta é a classificacao associativa preguicosa [34], onde construimos mode-
los baseados em regras de classificagdo. Essa técnica foi utilizada tanto para deteccao
de spams [31], quanto para categorizacao de documentos em bibliotecas digitais [28] e
deteccao de sentimento em redes sociais [33], em todos 0s casos superando significativa-
mente outras técnicas de classificacao que representam o estado da arte.

O segundo aspecto que vamos discutir € com relacao a natureza dos dados, em
particular a sua heterogeneidade em termos de tipo e de informacao provida. Um grande
desafio para a construcao de modelos de mineracao de dados € a existéncia de dimensdes
heterogéneas, ou seja, dimensdes cujos valores nao sao comparaveis. Um exemplo claro
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de tais dimensdes pode ser encontrado em aplicacdes de eletodnico, em par-

ticular leildes eletrdnicos. A compatibilizacdo dessas dimensdes de forma controlada é
um desafio constante e tivemos sucesso em fazer isso no contexto de leildes eletrdnicos,
permitindo qualificar e quantificar o comportamento dos participantes do leilao [21]. Um
outro cenario onde integramos multiplas evidéncias no sentido de gerar modelos integra-
dos foi na caracterizagao de sentimentos em redes sociais. Neste caso, consideramos nao
apenas o texto submetido pelos participantes, mas também o seu historico de interacao
dentro da rede, permitindo superar tanto em termos de precisao, quanto de custo compu-
tacional, as técnicas que, até entao, representavam o estado-da-arte [33].

A evolucao constante das aplicacOes Internet, seja em termos dos recursos ofe-
recidos, seja em termos do perfil de uso, resulta numa evolu¢ao dos dados e, em con-
sequéncia, dos modelos. A evidéncia neste caso & que classificadores, em geral, nao
mantém a sua eficacia ao longo do tempo e identificar mecanismos de controlar e minorar
essa degradacao sao 0 nosso objetivo. Assim, analisamos 25 anos de artigos da bibli-
oteca da ACM e pudemos observar que nao apenas a efetividade do modelo diminui a
medida que o intervalo entre a sua base de treinamento e a sua utilizacdo aumenta, como
também para classificar documentos que sejam muito anteriores ao que foi utilizado para
treinamento, como conseqiiéncia da evolucao dos termos ao longo do tempo e da propria
semantica associada a classe que se quer prever. Neste sentido, determinamos as melhores
janelas de tempo para a construgcao dos classificadores, e estamos estendendo os modelos
de recuperacao de informacao para considerar esse aspecto temporal.

Estes exemplos mostram nao apenas que as aplicacdes discutidas demandam no-
vas técnicas e abordagens, mas também que ndao ha uma tendéncia a reduzir a sua com-
plexidade computacional, justificando a investigagao de solu¢des que explorem a sua
paralelizacao como sera discutido a seguir.

3. Algoritmos Escahveis e Eficientes

Nesta secao vamos discutir a paralelizacao de algoritmos de mineracao de dados que re-
presentam as técnicas de mineracao de padrdes complexos e como obtemos escalabilidade
e eficiencia nessas implementacgoes.

Escalabilidade e eficiencia sao propriedades desejaveis em sistemas de
computacao desde o projeto dos primeiros sistemas. Definimos escalabilidade como a
capacidade do sistema de manter a qualidade dos servicos prestados a despeito do au-
mento da demanda imposta em termos de processamento, comunicacao e acesso a dados
armazenados. Eficiéncia, por outro lado, & o uso eficaz dos componentes do sistema, ou
seja, uso que contribui realmente para a execucao da tarefa atribuida ao mesmo. Alem de
recursos de processamento e armazenamento, podemaos incluir também aspectos como a
qualidade de servico e alcance desses sistemas como critérios de eficiencia. Mais impor-
tante que as definicdes em si, & a complementaridade desses dois conceitos: um sistema
pode ser escalavel e nao ser eficiente ou vice-versa. Por exemplo, ao detectar um aumento
da demanda, pode-se acrescentar componentes de hardware de forma a satisfazé-la, o que
nao significa que os componentes do sistema serao utilizados de forma eficiente. Por
outro lado, um sistema pode ser eficiente sem que seja escalavel, e um exemplo tipico
sao computadores pessoais quando submetidos a tarefas de processamento intensivo. Em
suma, projetar e implementar sistemas que satisfacam essas propriedades tem sido um
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desafio constante.

Uma esratégia comumente utilizada para obter tanto escalabilidade quanto
eficiencia & a utilizacao de multiplas unidades de processamento que se comunicam e
cooperam para a realizacao de uma tarefa. O advento de arquiteturas paralelas, o que in-
clui desde multiplos processadores em uma Unica pastilha até a interconexao de sistemas
através da Internet, propiciou um aumento sem precedentes dos recursos disponiveis para
a realizacao de tarefas computacionais. Por outro lado, obter escalabilidade e eficiéncia
nestes ambientes tem se mostrado uma tarefa dificil. A dificuldade em produzir sistemas
escalaveis e eficientes vem nao apenas da complexidade de cada um dos seus componen-
tes, mas também das suas interagdes, que também sao complexas.

No caso de algoritmos de mineracao de dados, deve-se ressaltar trés caracteristicas
destes algoritmos que afetam a sua paralelizacao e portanto a escalabilidade e eficiéncia.
Primeiro eles tendem a ser intensivos tanto computacionalmente quanto em termos de en-
trada e saida. Esta caracteristica por si so € de grande impacto, tendo em vista que 0s sis-
temas computacionais correntes tem maior foco em processamento e quando priorizam a
demanda por entrada e saida, o fazem de forma estanque. Segundo, 0 seu comportamento
tende a ser intrinsecamente irregular, tendo em vista a complexidade dos algoritmos, ou
seja, nao é possivel prever o seu custo. Desta forma, também nao & possivel utilizar
abordagens tradicionais, como particionamento de dados, que resultam em paralelizacdes
mais suscetiveis a fontes de degradacao de desempenho como desbalanceamento de carga.
Terceiro, escalabilidade & um aspecto fundamental, tendo em vista 0 enorme volume de
dados a ser tratado. Neste caso, o desafio vem da conjuncao dos outros dois fatores, que
torna a escalabilidade um desafio.

Em trabalhos anteriores [11], desenvolvemos um ambiente de programacao ino-
vador que é apresentado e discutido na Secao 3.1. O ambiente foi validado através de
varios algoritmos [32, 10, 1]. Em todos os casos, ha alguns requisitos comuns a esses e
outros algoritmos e que expressam o desafio dessas paralelizagOes: obter algoritmos es-
calaveis em agregados de computadores e que sejam capazes de lidar com bases de dados
realmente muito grandes, da ordem de terabytes ou mais, a exemplo das aplicacdes que
discutimos na Secao 2. Discutimos essas paralelizacdes na Secao 3.2.

3.1. O ambiente de programago Anthill

Nesta secao descrevemos o ambiente de programacao Anthill (Formigueiro), que & o
nosso ambiente para desenvolvimento e execucao de aplicacOes distribuidas escalaveis. O
ambiente foi desenvolvido tendo em mente aplicagdes paralelas nao regulares, intensivas
em processamento e em entrada-e-saida de dados (E/S). Nessas aplica¢des, que manipu-
lam grandes volumes de dados, estes se encontram distribuidos em varias maquinas do
sistema. Mover os dados para outros nés para entao serem processados € freqiientemente
uma operacao ineficiente. Isso & verdade especialmente porque a medida que o proces-
samento avancga, os dados resultantes tendem a ser muitas vezes menores que os dados
de entrada. Dessa forma, uma alternativa interessante € levar a computacao aonde o dado
esta, reduzindo a comunicacao atravées da rede. O sucesso desse enfoque depende da faci-
lidade com que a aplicacao possa ser dividida em etapas que sejam passiveis de execucao
em nos diferentes do sistema. Cada etapa dessa forma executara parte das transformacoes
sobre os dados, iniciando com o conjunto de dados de entrada, até que se atinja o conjunto
de dados de saida.
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Essa discussao indica que uma boa paralelizagao de qualdjuacap nesse con-
texto deve considerar simultaneamente tanto paralelismo de dados quanto de tarefas. A
estratégia do Anthill aplica os dois enfoques, agregando uma terceira dimensao que nos
permite explorar o grau de assincronia existente entre diferentes tarefas independentes no
sistema ao longo do tempo. Os beneficios dessas trés dimensdes combinadas nos permi-
tem atingirspeedupglevados experimentalmente [11].

O modelo de programacao do Anthill € denominéltier stream Nesse modelo, 0
processamento é dividido em tarefas que operam sobre os dados que fluem pelo sistema.
Cada filtro implementa uma tarefa que transforma os dados segundo a necessidade da
aplicacao e se comunicam com outros filtros pelos canais de comunicacao responsaveis
pela transmissao continua de dadgissamsou fluxos). Essas duas abstracdes podem ser
combinadas formando grafos arbitrarios que representem o processamento da aplicacao.

Usando esse modelo, criar uma aplicacao Aathill € um processo de
decomposicao do processamento em filtros. Nesse processo, a aplicacdo & modelada
como uma computacao no modelataflowdividida em uma rede de filtros que trans-
formam os dados. Durante a execucgao, o processo definido para cada filtro & instanciado
em diferentes nds do ambiente distribuido. A esses processos da-se o nome de copias
transparentes ou instancias de um filtro. Dessa forma, cada estagio do processamento
pode ser distribuido por muitos nés de uma maquina paralela e os dados que devem fluir
por aquele filtro podem ser particionados pelas copias transparentes, produzindo o para-
lelismo de dados desejado.

Nosso modelo de programacao, dessa forma, nos permite extrair o maximo de
paralelismo das aplicacOes através das trés possibilidades discutidas anteriormente: pa-
ralelismo de dados, de tarefas e assincronia. Ja que as unidades de processamento sao
na verdade copias de estagios de pipeling pode-se ter um paralelismo de grao fino.

Como todo esse processamento pode ocorrer assincronamente, a execucao nao tera qual-
quer tipo de retencadéttleneck devida ao sistema. Para garantir a reducao da laténcia
durante o processamento, a granulosidade das tarefas deve ser definida pelo projetista da
aplicacao.

3.2. Estudos de Caso

Podemos avaliar a aplicabilidade da nossa estratégia de paralelizacao avaliando a
eficiencia das classes de aplicacdes que foram paralelizadas utilizando o ambiente Anthill.
Um aspecto importante de ser ressaltado & que a grande virtude desse ambiente & que o
paralelismo a ser explorado € limitado apenas pelas dependéncias de dados inerentes a
propria aplicacao, as quais podem ser expressas por um grafo aciclico direcionado. Mais
ainda, o ambiente permite que essas oportunidades de paralelismo sejam exploradas tanto
quanto possivel na plataforma computacional provida, uma vez que ela busca utilizar os
varios processadores de acordo com as demandas de processamento inerentes ao cami-
nhamento que a aplicacao realiza no grafo de dependéncia de dados.

No contexto do nosso modelo de programacao, cada dado esta associado a uma
tarefa que & responsavel por calcula-I6.interessante notar que a nocao de tarefa &
variavel e depende da granulacdo do problema e da capacidade de processamento de cada
maquina. Sem perda de generalidade, vamos assumir que cada dado a ser calculado pela
aplicacao esta associado a uma tarefa, mas € importante ressaltar que na pratica esse dado
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pode ser bastante complexo e representado por uma estrutana hiea.

Podemos caracterizar esses grafos de dependéncia de dados, e portanto as
aplicacOes que eles representam, em termos de trés critérios: regularidade, dinamismo
e monotonicidade. AplicacOes regulares sao aquelas cujo custo de execucao independe
da natureza da entrada, em contraste com aplicagdes irregulares. Ha um grande nUmero de
aplicacOes regulares e elas se beneficiam pouco do ambiente Anthill, embora o ambiente
possa ser usado de forma transparente para explorar oportunidades de paralelismo de tare-
fas e de dados. Ja no caso de aplicacdes irregulares, a possibilidade de assincronia provée
a flexibilidade necessaria a aplicacao para que ela seja tao eficiente quanto possivel para
todas as entradas. Aplicagdes dinamicas sao aquelas cujo grafo de dependéncia de dados
é conhecido apenas em tempo de execug¢ao, o que nado acontece com aplicacdes estaticas.
O ambiente Anthill permite uma melhor exploracdo das oportunidades de paralelismo
tanto para aplicacdes estaticas (desde que elas sejam irregulares) quanto para aplicacdes
dinamicas. Neste caso, o fato de explorarmos simultaneamente as trés oportunidades de
paralelismo permite lidar com questdes como granulagao variavel de computacao por ta-
refa e mesmo namero variavel de oportunidades de paralelismo. Aplicacbes monotdnicas
sao aquelas onde vértices nao sao retirados do grafo de dependéncia de dados, ao contrario
de aplicacdes nao-monotdnicas. Novamente, ambos os casos se beneficiam do ambiente
Anthill. Aplicagdes monotonicas sao acomodadas naturalmente no ambiente, tendo em
vista 0 espaco de armazenamento que pode ser associado a cada identificagao de fluxo. No
caso de aplicacdes nao-monotdnicas, as mudancas de estrutura sao absorvidas de forma
transparente pelo ambiente, que passa a considerar a nova configuracao a partir dos filtros
que participam da mudanca. Nem todas as configuracdes de aplicacdes sao plausiveis. Por
exemplo, ndo héa aplicagcdes que sejam estaticas e nao monotodnicas, assim como regulares
e dinamicas.

Demonstramos a generalidade da nossa abordagem realizando a paralelizacao de
varias aplicacdes. Um sumario dos resultados & apresentado na Tabela 1. Nesta tabela,
aléem do nome da aplicacado, indicamos se ela é regular (Reg.), estatica (Est.) e mo-
notdnica (Mon.). Apresentamos também o melhor resultado que obtivemos em termos
de eficiencia e o nUmero de processadores utilizados. Todas as execucdes utilizaram o
ambiente Anthill. A seguir apresentamos uma breve descricao dessas aplicacdes. O algo-
ritmo para determinacao de agrupamentos k-means & um caso degenerado do grafo de de-
pendéncia de dados, onde o grafo tém apenas um vértice, o que caracteriza aplicacdes ite-
rativas com sincronizacao global como barreiras (ou seja, ha uma sincronizacao explicita
que incorpora as dependéncias de dados [11]. A placenta [26] € uma aplicacao de proces-
samento digital de imagens, onde devem ser aplicados varios operadores em uma dada or-
dem para analisar aimagem. Apriori € um algoritmo para geracao de regras de associagao,
onde o grafo de tarefas & conhecido, mas o custo das tarefas nao, assim como quanto do
grafo & efetivamente calculado [32]. O algoritmo ID3 & um algoritmo para construcao de
arvores de decisao. O seu grafo de tarefas & determinado em tempo de execuc¢ao, mas ele
nao reverte tarefas executadas [11]. O algoritmo Partricluster [1] determina agrupamentos
em varias dimensdes simultaneamente e possui as mesmas caracteristicas. O algoritmo
Cobweb determina agrupamentos hierarquicos, onde o grafo de tarefas & construido dina-
micamente e muda ao longo da execucao [10]. O algoritmo Atalaia detecta excecdes em
bases de dados e possui as mesmas caracteristicas do CobWeb neste sentido. Podemos
notar que em todos o0s casos obtivemos resultados, se ndao excelentes, satisfatorios, ates-
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Aplicacao | Reg.| Est.| Mon | Efic. | Procs
k-Means S S S 92 16
Placenta S S S 90 16
Apriori N S S 95 32
ID3 N N S 88 16
Partricluster, N N S 65 14
Cobweb N N N 99 8
Atalaia N N N 74 8

Tabela 1. Caracteristicas e efici éncia de diversas paralelizac des de algoritmos
de minera¢ o de dados

tando a aplicabilidade da nossa estratégia e a diversidade de algoritmos que podem ser
paralelizados.

E Importante ressaltar que, embora as paralelizacdes aqui apresentadas sejam de
algoritmos tradicionais de mineracao de dados, acreditamos que 0S compromissos na
paralelizacao dos algoritmos de mineracao de padrbes complexos sejam similares.

4. Discus§o

Para que possamos entender as complexas interacdes sociais que a Internet vem fomen-
tando e permite criar & necessario o desenvolvimento de novas técnicas de mineracao de
dados que vao permitir a extracao automatizada de informacgdes e a realizacao de analise
de volumes de dados cada vez maiores e mais complexos. Neste artigo demonstramos que
a construcao de tais algoritmos & possivel e mostramos como temos resolvido algumas pe-
culiaridades inerentes a essas aplicacdes. Mais ainda, argumentamos que & fundamental o
desenvolvimento de técnicas escalaveis e eficientes para esses cenarios e que a obtencao
de tais técnicas € através da paralelizacao. Neste sentido, descrevemos o ambiente Anthill
e apresentamos alguns resultados de paralelizacao de aplicacdes neste ambiente, as quais
demonstram a sua adequacao a tarefa.

Os resultados apresentados sao na direcao de atacar trés grupos de desafios de
pesquisa em Ciéncia da Computacao: extracao automatizada de conhecimento de da-
dos oriundos aplicacBes Internet, mineracao de padroes complexos e escalabilidade e
eficiencia das técnicas de mineracao. A seguir discutimos cada um desses grupos de
desafios.

A extracao automatizada de conhecimento a partir de dados de aplicacdes In-
ternet & um desafio importante por varias razdes. A primeira delas € a relevancia que
essas aplicacbes tém nao apenas em termos académicos, mas da sociedade em geral.
A segunda razao & que temos testemunhado um aumento de diversidade e de usuarios
dessas aplicacdes, trazendo a tona nao apenas novas questdes em termos da aplicacao
em si e a analise do seu uso, como da sua escalabilidade. Neste contexto, o projeto
e implementacao de técnicas e tecnologias que melhorem essas aplicacdes e permitam
analisar o comportamento de usuarios representa um desafio continuo e em constante
evolucdo. Responder a esse desafio transcende a area de Computacao, uma vez que € ne-
cessario entender o contexto onde essas aplicacdes estao inseridas e como esse contexto
afeta o seu funcionamento e analise. Embora o nosso texto tenha enfocado aplicacdes
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textuais, 0s compromissos para outras midias & ainda mai® sex& vez que o volume

em geral &€ maior e tarefas de coleta e selecao de dados sao mais complexas. A nossa visao
é que a extracao de conhecimento automatizada em varias midias apresentam desafios si-
milares, de tal forma que as experiéncias obtidas com textos podem subsidiar a criacao de
técnicas que se apliguem as outras midias.

O segundo conjunto de desafios esta associado a mineracao de padrdes comple-
X0S, 0s quais devem considerar trés aspectos: qualidade do modelo, natureza dos dados e
escopo da mineracao. A qualidade do modelo demanda uma reavaliacao das técnicas exis-
tentes, em particular aquelas que geram modelos globais, os quais podem ser imprecisos
pela alta dimensionalidade dos problemas. A natureza dos dados demanda que saibamos
lidar com evidéncias heterogéneas, as quais também afetam a qualidade do modelo. Fi-
nalmente, como discutido, o impacto temporal afeta nao so a qualidade do modelo como
a quantidade de informacao provida pelo dado, o que demanda novas técnicas para incor-
porar tal dimensao tanto em modelos quanto na utilizagao dos dados, o que nao é feito
atualmente.

O terceiro desafio & como implementar essa diversidade de técnicas a serem apli-
cadas nesses varios contextos de uma forma escalavel e eficiente, num ambiente compu-
tacional que varia de arquiteturas com multipdogesa grades computacionais. Técnicas
de mineracao de dados sao normalmente dificeis de paralelizar tendo em vista a sua ir-
regularidade e complexidade, o que demanda a exploracao das varias dimensodes de pa-
ralelismo existentes, conforme trabalhos anteriores demonstram. Acreditamos que esse
desafio sera amplificado pelas novas técnicas de mineracao de padrdes complexos, mas a
natureza da solucao sera muito semelhante ao que apresentamos.

Em termos de algoritmos de mineracao de dados, os trabalhos futuros sao na
direcao de aperfeicoar e ampliar o escopo dos algoritmos existentes. Os casos de
utilizacao que discutimos sao passos iniciais numa grande gama de possibilidades. Como
discutido, ja temos varios exemplos de algoritmos sobre bases essencialmente estaticas. O
projeto de algoritmos evolutivos, que considerem aspectos temporais ja esta em execucao
€ um novo aspecto € com relacao a que esses algoritmos sejam incrementais, evitando o
processamento dos mesmos dados a todo momento que os modelos forem retificados.

Atualmente, temos um modelo de programacao validado e sblido, no sentido de
ter sido e estar sendo utilizado para uma grande gama de aplicagdes. Entretanto, algu-
mas limitacOes ja sao patentes. A primeira € o fato de o ambiente nao suportar mudancas
na sua configuracdo em termos de instancias de filtros e fluxos de forma dinamica. Tais
mudancas sao motivadas por uma busca por maior eficiencia ou mesmo tolerancia a fa-
lhas. Em particular, a melhor configuracao de uma aplicagao em termos de filtros pode
se alterar durante a execu¢ao de um programa [11] ou mesmo a disponibilidade de pro-
cessadores pode mudar em consequéncia de uma falha [5]. A segunda limitacao & que a
implementacao de programas paralelos na plataforma ainda & uma tarefa laboriosa, de-
mandando técnicas de paralelizacao automatizada. O fato do modelo de programacao de-
mandar apenas informacdes sobre dependéncia de dados facilita esta tarefa, mas a geracao
automatica de aplicacOes paralelas ainda € um desafio. A terceira € que o modelo de
execucao é basicamente uni-programado, ou seja, nao ha como contornar as fracoes seri-
ais da aplicacdo. A quarta &€ que, apesar de ja haver sobreposicao em termos de fungdes
entre as técnicas paralelizadas, essas semelhancas nao podem ser exploradas, pois um
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filtro responde a uma e somente uma aplicacao.

Todas essas restricoes motivam o desenvolvimento de novos modelos de
programacao e execucao de mdultiplos programas simultaneamente, maximizando a
utilizacao das maquinas, das funcionalidades e dos dados que ja estejam residentes no
ambiente de execugao. Como trabalhos futuros vamos delinear as bases de um novo
modelo de programacao que permita a definicao de fluxos de trabalho. A diferenca fun-
damental desses fluxos em relacdo ao modelo atual & que dois outros tipos de informacao
serao explicitados e explorados para fins de uma paralelizacao escalavel e eficiente: os
dados a serem processados e 0s procedimentos a serem realizados por cada aplicacao.
Desta forma, seremos capazes de permitir que varias aplicacdes compartilhem tanto da-
dos quanto procedimentos maximizando a eficiencia do ambiente, seja pela reducao do
volume de comunicacao, seja pelareutilizacao de codigo e da sua capacidade de execucao.
Resultados preliminares no contexto de uma aplicacao de imagens médicas demonstram
esse potencial [26].
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