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This paper aims at discussing the interest to use multisensory technologies for humans cognition training. First it introduces 

multisensory interactions making a focus on advancement in two fields: Human-Computer Interaction and mulsemedia. 

Second, it presents two different multisensory systems resulting from Robadom and StimSense projects that could be adapted 

for the community. Then, this paper defines the concept of scenagram and gives its application scopes, boundaries and use 

cases, offering a first classification of this new concept. 
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1 INTRODUCTION 

In the field of Human-Computer Interaction (HCI), and with the development of Natural User interfaces, 

researchers are more and more studying multisensory interaction because this is the natural way for humans 

to communicate [1][2]. Indeed, humans evolve in a multisensory environment. The brain is naturally made to 

manage sensory inputs. With the emergence of technologies, systems can now integrate sensory devices 

allowing reproducing natural communication, making humans more cognitively efficient than with classical 

systems [3][4][5]. But, as for all artificial systems, we need to understand how the natural processes work to be 

able to reproduce them. The main difficulty with multisensory interaction is its direct impact on the brain since 

senses are part of humans. In a relatively new literature review, we concluded that there are, indeed, some 
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really good user experiences thanks to technological multisensory interaction, but also some really bad 

experiences [6]. And more and more researchers from different disciplines are currently focusing on two main 

issues. First, they aim at providing computing architectures that can manage and synchronize sensory devices 

between them and between, for example, audiovisual content in the case of mulsemedia [7][8]. Second, they 

aim at studying the impacts of sensory effects (wind, vibration, water, scent, light, …) and groups of effects on 

humans to improve cognition, to increase the quality of user experience, and/or to provide systems designed 

for all. Indeed, in a multisensory interactive system, the user can interact through several modalities for the 

same objective, thus the system automatically adapt to user according to her/his capabilities or preferences. 

We observed that mulsemedia research might be the most advanced on the topic of multisensory stimulation 

[9][10][11] and that HCI research might be the most advanced on the topic of interactions. Actually, we observed 

that each discipline seemed to take interest in different parts of the issue and that each discipline can therefore 

enrich the others. Since our research deals with multisensory interaction, which seems to be the intersection 

between HCI and mulsemedia, the objective of our paper is to initiate collaborations between HCI and 

mulsemedia researchers by presenting what we have achieved so far, in the field of HCI, and our thoughts 

about the multisensory technologies which are specifically conceived for cognition training (in which we include 

mulsemedia). Section 2 presents two systems we built to allow end-users to create multimodal programs that 

we would like to discuss on. And Section 3 presents the concept of scenagram, focusing on application scopes, 

boundaries and use cases ; it also details our first thoughts about some possible ways of using systems that 

work on cognition (stimulation or learning). 

2 ARCO AND MULSEBOX: TWO MULTISENSORY SYSTEMS 

We were first interested in multisensory interaction for its capability to reduce cognitive decline [12][13]. Indeed, 

it can help recall memories, correct and improve literacy skills or improve selective attention [3][4]. More 

generally, it is helpful for all learning processes. Our objective was therefore to provide a system that can offer 

multisensory cognitive stimulation exercises. For this purpose, we investigated two different approaches to 

solve this issue: using the existing environment (all the devices owned by the end-user) or creating an 

independent multisensory device. 

The first approach was investigated in the Robadom project [14] where we developed ArCo [15], a computing 

architecture that makes devices compatible to communicate together using a Java server. Generally, a device 

can send information about the environment (called perception) and/or can make actions on the environment 

(called action). To be compatible with ArCo, a device has to respond to the following requirements. First, it must 

provide a small XML description of its perceptions and actions. Second, for each device, developers have to 

provide a short Java program which makes the link between XML instructions and the real perception/action 

from/to the associated device. A library allows to easily integrate devices to the architecture, which is made to 

be very simple to use, without a time-consuming learning. A visual programming language interface (AmbiProg) 

allows users to create some applications using all these devices (see Figure 1). AmbiProg displays the list of 

all the known perceptions and actions and allows the user to use them within algorithms. Thus, it is really easy 

and fast to create a scenario using users’ devices. The advantage of such a system is to be easily integrated 

into an existing environment and to offer immersive and spatialized applications with devices settled all around 

the user in the whole room. It’s not built for mulsemedia and does not provide tools such as SEMP or PlaySEM 

[16]. And it would be very interesting to make them collaborate. For example, if PlaySEM could be able to send 
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perceptions during the movie playback, these perceptions could be used by algorithms designed with AmbiProg, 

which would allow to take humans actions into account during the mulsemedia. 

 

  

Figure 1: On the left, an illustration of ArCo concept. On the right, a screenshot of AmbiProg. 

The second approach was investigated in the StimSense project [6] where we developed MulseBox, a portable 

multisensory interactive device (see Figure 2). It is limited in terms of perceptions and actions. About 

perceptions, it contains 2 ultrasounds, a RFID reader, 4 buttons. About actions, it contains 2 vibrators, 6 diods, 

a fan, a screen, and 2 speakers.The advantage of such a system is to be easily moved and used (and 

demonstrated) in different places, for example, in homecare centers or retirement homes. It is also interesting 

to have a common tool to share applications between researchers and to study the impact of sensory effects. 

 

 

Figure 2 : MulseBox: our portable multisensory interactive device prototype 

3 APPLICATION SCOPES, BOUNDARIES, AND USE CASES 

Our first motivation was to build a system able to play cognitive stimulation exercises based on Activities of 

Daily Living, which are known to increase neuropsychological performances [17]. Indeed, to improve cognition, 

exercises must be relevant for patients and ensure the transfer of learning, which is possible only between 

exercises that require the same cognitive functions. For example, clicking on a virtual button with a mouse does 

not require the same processes as clicking on a real button with one’s finger (engaging much more muscles). 
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Therefore each patient should practice exercises that can be applied to her/his own life [18] and that are done 

with daily life objects [19]. 

With time, we understood that multisensory interaction had the potential to reproduce real-life, allowing creating 

an infinity of activities in controlled ecology. In our literature review [6], we draw up a list of at least 8 disciplines 

currently investigating multisensory interaction and at least 18 possibles application scopes: cinema, 

telecommunication, education, telemedicine, health, commerce, advertising/marketing, gaming/entertainment, 

multimedia, art, storytelling, museum, attractions, theater, product design, virtual reality, music, and home. We 

can also add driving [20]. 

The question was, therefore: what for? What can we or should we do with an artificial multisensory interaction?  

Keeping in mind our need to create real activities in controlled ecology to stimulate cognition, we tried to make 

a first classification of possible and useful types of activities made to stimulate users. In this context, we consider 

the interaction as a triad: trainer, learner, and goal (knowledge). And we define the concept of scenagram which 

is: a series of actions done by the end-user and/or by digital devices, alternately, to reach a common goal based 

on cognitive stimulation.  

Thus, in our context, scenagrams aim at reproducing a learning situation between a trainer and a learner (for 

example improving memory with cognitive stimulation exercises). The system plays the role of the trainer, being 

a guide or a coach, which can assist the learner simulating daily-life activities, role plays, serious games, 

problem solving, case studies, and other interaction scenarios. 

Table 1 presents what scenagrams are. We divided them into two different categories based on two modes: an 

autonomous mode where the system plays preconfigured actions and an interactive mode where users must 

be involved in the interaction. 

In the autonomous mode, users can only start, pause, or stop the interaction. Despite this weak participation of 

users, this mode can be used to design an infinity of scenagrams where users must watch the system. In 

addition to mulsemedia, one could design some demonstrations (like demonstration mode in shops), some 

procedures like tutorials, training courses, or cooking recipes, some situations where users must "read" a user 

manual or to "listen" to a story. In a multisensory world, reading and listening requires all our senses. Lights, 

vibrations, motions, and so on can also come along. 

In the interactive mode, the interaction is more complex. One can design all kinds of Questions and Answers 

exercises knowing that a question is multisensorial and can be represented by choreographies of lights, images, 

sounds, motions, and other sensory effects; and so does the answer. It opens the possibility to design some 

imitation games (useful for imitative learning), synchronization games (for example to learn music rhythm), or 

reaction games. It is also possible to design some more complex scenagrams, for example, interactive guidance 

where users practice taking the bus, going to the supermarket, and paying at the grocery store. It is also possible 

to create some memory games with sequences that must be reproduced, such as adaptations of Simon's game. 

Moreover, all kinds of quizzes can be designed. Last, this mode comes in addition to the autonomous mode 

with more complex procedures such as setting the oven time, scheduling a movie recording, writing an SMS, 

learning how to identify the reason of a breakdown, and so on. 

Table 1: Classification of multisensory interaction situations for cognition constituting scenagrams 

Autonomous mode with possible pauses/step-by-step Questions and Answers mode/exercises 

Mulsemedia 

Demonstration 

Imitation/reproduction 

Synchronization 
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Autonomous mode with possible pauses/step-by-step Questions and Answers mode/exercises 

Procedure (tutorial, training course, recipe, …) 

Manual reading 

Story listening 

Reaction games 

Interactive guidance/story 

Memory game 

Quiz 

Procedure 

4 CONCLUSION 

In this paper, we presented ArCo and MulseBox two multisensory systems we could provide to the community 

in order to have a common background to study sensory effects. Moreover, this paper also presented the notion 

of scenagram along with a first classification of possible use cases for such interactive learning situations 

systems. We could later enrich it with the community to establish more complete specifications of scenagrams. 
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