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To meet the demand for mulsemedia (multiple sensorial media) content production, numerous tools exist, among which many present the currently typical approach providing 2D content organized in timelines. However, when it comes to 360° content where 3D spatial positioning is necessary, neither consensus on authoring methodology nor widely-adopted approaches to design exist. In order to fulfill this gap, we propose AMUSEVR, a virtual-reality environment for mulsemedia application development. In addition to supporting various media and sensory effect types, AMUSEVR allows authors to create and visualize content dynamically using VR technology. We evaluated AMUSEVR with an authoring experiment with users, using UEQ questionnaires, and obtained promising results.
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1 INTRODUCTION
The evolution of multimedia applications has caused new approaches to emerge, such as Virtual Reality (VR) and 360-degree image and video, which provide the consumer a sense of being immersed within the media content. Therefore, they promise the public an offering of fresh narratives in communications, journalism and marketing, among other fields [7]. It should be noted that there are a few limitations to this technology in that the freedom of orientation introduces unpredictability in the user experience, as the audience risks losing essential elements or details, due to the forms of interaction with content, as well as the lack of experience of the content producers and the eventual audience [7].

In order to promote VR as a technology that offers an enhanced user experience [7], we need to provide tools which are capable of producing this kind of content to authors that are not programming experts. Available tools still use authoring techniques inherited from traditional technologies aimed at 2D media. Some presentations are built based on timelines [1], others on relationships between media [2]. However, the challenge persists of providing an authoring tool that allows manipulating 360° media content in 3D space.

In addition, sensory effects may be specified to provide a greater immersive experience to users, generating 360-mulsemedia (multiple sensorial media) applications. Much of human communication relies on non-verbal cues and indicators. Therefore, we are interested in providing functionalities
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which allow stimulating human senses beyond sight and hearing for users to better interpret content offered by applications [7].

Focusing on filling this gap, this work proposes AMUSEVR, which is a virtual-reality environment for the creation of multimedia applications. AMUSEVR is an environment that provides immersion of the author, aiming at facilitating 360-multimedia application production as he/she can experience the same environment as the final user will, during authoring time [3].

The remainder of this paper is structured as follows. Section 2 discusses related work. Section 3 presents our proposal. Section 4 discusses experiment results and Section 5 presents final remarks.

2 RELATED WORK

In [6], Mendes et al. propose an authoring model that allows authors to design and create 360-degree interactive videos, focusing on their own declarative language based on XML. As 360-degree media was projected onto a spherical object surrounding the user, immersion was easily broken if the user happened to move out of the center of the sphere. In addition, the creative process is limited to direct editing in XML, to later be viewed through virtual-reality headset.

In [1], they propose an authoring tool with three different authoring interfaces (desktop, immersive, and tangible interface) for creating multisensory 360° videos. This authoring tool allows the edition and visualization of 360° video with the novelty of allowing to complement the video with multiple stimuli such as audio, haptics, and olfactory effects.

The work described in [4] has two main contributions: (1) it investigates existing highlighting methods for VR scene settings that are based on 3D models and explores their suitability for a 360° video VR setting; (2) it proposes immersive authoring methods suitable for laymen to create highlights within a 360° video VR application. However, although the tool is authored in real time, it is limited to creating menus and inserting highlights in video objects.

3 AMUSEVR

AMUSEVR is a virtual-reality environment for creating and experiencing fully immersive multimedia applications. It also interfaces with external hardware to provide sensory feedback to users. It was developed using the Unity engine, the HTC Vive virtual-reality headset and the Windows platform. For demonstration and usability tests, we used media content available at free websites¹. AMUSEVR supports the MultiSEM model [2] by enabling various media object and sensory effect types synchronized by event-based relations.

The system provides a "Viewer Mode", where it is possible to import a saved project and thereby participate in interactive presentations. There is also an "Author Mode", where the author creates and edits the content in an immersive environment. In the Author Mode, as seen in Figure 1(a), the headset and controls allow the author to insert media objects, edit them by changing their properties individually or remove them from the project. For this purpose, we designed the scene menu to be positioned above a control device by default, while other control device is designed to point at the menus and further manipulate media objects.

A notable difference in the authoring methodology proposed and applied by AMUSEVR is that traditional applications work first by selecting the media object file, then editing or deleting them. However, in our solution, each media object presents different behavior and properties. For example, a 2D image can be selected through pointing, then edited or deleted. On the other hand, a 360-degree image must not be selected through pointing, as it could be selected unintentionally due to how the author’s field of view is fully taken up by the 360-degree image. Therefore, the proposed authoring steps follow the first menu in Figure 1(a), depending on the type of media

object. Figure 1(b) illustrates a very important aspect of the proposed 3D spatial concept, the ability to position 2D media objects anywhere in the x, y and z axes within the 3D environment, simply with a drag-and-drop sequence.

The concept of scenes was proposed to determine the organization among media objects, where each scene is independent and has its own media objects, allowing the author to create multiple scenes with different themes, which allows for diverse scenarios in the same 360° presentation. The user can navigate from one scene to another interacting with media objects in the previous scene.

Figure 1(c) shows a new scene Editing Mode in which we see a scenario composed of a 3D audio type media object, a 360-degree panoramic image and a 2D video with its editing properties being displayed. In this sample scene shown in Figure 1(c), we highlight how AMUSEVR provides editing methods, such as displaying or hiding media elements in the scene, as well as creating links to other scenes, thereby enabling transitions between scenes of the same project. This feature transforms projects from passive to interactive presentations, providing options to define interactive objects. These functions grant creative freedom and functionality within diverse applications where the user can, for example, move between the rooms of a virtual museum, or for 360 degree films, switch between spoken or subtitled languages, or even start rendering a sensory effect.

Another way to control the presentation of media objects in the scene is through the event-based relationship paradigm, in which it is possible to associate the beginning and end of the presentation of a media object to another media object. Notice that in Figure 1(c), the "Starts" menu defines a start relationship with media object "Image360" through the command “OnBegin”. That is, the object being edited, called “Video 2D - 1”, will only start when object “Image360” is started. For the same “Video 2D - 1” object, we have another property called “Ends” related to the beginning (“OnBegin”) of the “Audio3D - 1” object. Thus, “Video 2D - 1” will only end when object “Audio3D - 1” begins. Therefore, it is possible for the author to schedule the presentation of objects in the scene in an event-based manner and to remove them from the scene automatically as needed.
4 USER EXPERIMENTS

Tests have been carried out with 5 users, men and women aged between 23 to 37 years old, with education levels ranging from under-graduate to post-graduate. Only one had not used VR equipment previously, while another had not had experience with multimedia authoring systems. Each one decided to sit or stand during the experience, with a supervisor monitoring the test.

All participants were given time to acquaint themselves with the environment and tools used (5 minutes on average), after which, each of them started the tasks and had their results recorded. They have to create an interactive 360-multimedia presentation of a tourism showcase of the city of Rio de Janeiro. To guide the user doing the test, there was a reference table in the control menu describing the tasks to be performed. After the tests, they were asked to fill out a survey which covered the User Experience Questionnaire - UEQ [5].

Those four users who had previous experience with authoring tools completed the test in 6 to 7 minutes, while the one who had no previous experience also succeeded, but required 14 minutes in total, indicating that even non-experts users can use the system, with prior experience being the primary difference in the time taken to complete the tasks.

UEQ has scores ranging from -3 (worst result) to 3 (best result) and has 8 questions. The results indicate half of the questions pointing to "Pragmatic Quality" (average around 2.0) and the rest to "Hedonic Quality" (around 2.5), which classifies the usability of the system as excellent according to the UEQ evaluative requirements [5].

5 CONCLUSIONS

This paper proposed AMUSEVR, a virtual-reality environment for interactive multimedia application development. User practical experiments reported viable results, where all users completed their tasks of creating a 360° interactive multimedia presentation.

An important future work is the definition of an XML language for authoring 360° interactive multimedia content in order to facilitate project interchange among AMUSEVR and other authoring tools. We also expect to run further user experiments to refine our solution over time. AMUSEVR is currently limited to the Vive environment, we intend to extend it to Oculus Quest. Another future work is to extend UI-control compatibility with Google Cardboard.

ACKNOWLEDGMENTS

This work was partially funded by CAPES, CNPq and FAPERJ.

REFERENCES